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Executive Summary
Facial recognition (FR) technology was long 

considered science fiction, but it is now part 

of everyday life for people all over the world. 

FR systems identify or verify an individual’s 

identity based on a digitized image alone, and 

are commonly used for identity verification, 

security, and surveillance in a variety 

of settings including law enforcement, 

commerce, and transportation. 

Schools have also begun to use it 

to track students and visitors for 

a range of uses, from automating 

attendance to school security. FR 

can be used to identify people in 

photos, videos, and in real time, 

and is usually framed as more 

efficient and accurate than other 

forms of identity verification. 

However, a growing body of 

evidence suggests that it will 

erode individual privacy and 

disproportionately burden people of color, 

women, people with disabilities, and trans 

and gender non-conforming people. 

In this report, we focus on the use of FR in 

schools because it is not yet widespread and 

because it will impact particularly vulnerable 

populations. We analyze FR’s implications 

using an analogical case comparison method. 

Through an iterative process, we developed 

historical case studies of similar technologies, 

and analyzed their social, economic, and 

political impacts, and the moral questions 

that they raised. This method enables us 

to anticipate the consequences of using 

FR in schools; our analysis reveals that FR 

will likely have five types of implications: 

exacerbating racism, normalizing 

surveillance and eroding privacy, narrowing 

the definition of the “acceptable” student, 

commodifying data, and institutionalizing 

inaccuracy. Because FR is automated, it will 

extend these effects to more students than 

any manual system could. 

On the basis of this analysis,  

we strongly recommend that 
use of FR be banned in schools.  
However, we have offered some 

recommendations for its development, 

deployment, and regulation if schools 

proceed to use the technology.

Schools have begun to use facial 
recognition to track students 
and visitors for a range of uses, 
from automating attendance to 
school security.
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The Implications of FR  
in Schools

Exacerbating Racism

Using FR technology in schools is likely to 

amplify, institutionalize, and potentially 

weaponize existing racial biases, resulting 

in disproportionate surveillance and 

humiliation of marginalized students. It 

is likely to mimic the impacts of school 

resource officers (SROs), stop-and-frisk 

policies, and airport security. All of these 

interventions purport to be objective and 

neutral systems, but in practice they reflect 

the structural and systemic biases of the 

societies around them. All of these practices 

have had racist outcomes due to the users 

of the systems disproportionately targeting 

people of color. For example, though 

predictive policing is supposed to remove 

the bias of individual officers, in practice 

its deployment in predominantly Black and 

brown neighborhoods, its training data, and 

its algorithms all serve to reproduce bias 

on a systemic level and disproportionately 

harm Black and brown people, to such an 

extent that several cities have recently 

discontinued its use. These cases have 

also revealed that technologies that target 

subjects along racist lines result in negative 

psychological and social outcomes for these 

subjects. The use of metal detectors in schools 

decreases students’ sense of safety, for 

example. Because FR is a similar surveillance 

technology that has potential to amplify user 

biases, it is likely that FR systems in schools 

will disproportionately target students of 

color, harming them psychologically and 

socially. Finally, FR algorithms consistently 

show higher error rates for people of color, 

with white male subjects consistently 

enjoying the highest accuracy rates. In 

sum, students of color are more likely to be 

targeted by FR surveillance and more likely 

to be misidentified by FR. multiplying the 

negative impacts of the tool. 

Normalizing Surveillance

Implementing FR in schools will normalize 

the experience of being constantly surveilled 

starting at a young age. Furthermore, once 

implemented, it will be hard to control 

how administrators use FR and for what 

purposes. The analogical case of closed-

circuit television (CCTV) reveals how 

surveillance technologies can undergo 

mission creep: CCTV systems in secondary 

schools in the United Kingdom (UK) were 

originally instituted for school security, 

but in practice became most often used for 

monitoring student behavior. Considering 

Burst (CC-0)
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FR’s similarities to CCTV in terms of form and 

function, it is likely that FR will also undergo 

mission creep as administrators expand 

the usage of the technology outside of what 

was originally defined. The normalization 

of surveillance will result in negative 

psychological and social effects for students. 

CCTV, as well as the cases of fingerprinting 

in schools and India’s Aadhaar system, make 

subjects feel powerless as they feel that they 

are always being watched. This is likely to be 

replicated with FR in schools. Finally, limited 

data protections in the face of widespread 

surveillance puts subjects’ privacy at greater 

risk. This was the case with India’s Aadhaar 

system, where citizens’ biometric data has 

been subject to security breaches, and would 

also be a significant risk in school FR systems. 

Defining the Acceptable 
Student

FR in schools is also likely to discipline young 

people in unexpected ways, by narrowing 

the definition of the “acceptable student” 

and punishing those who fall outside that 

definition. For example, CCTV systems in 

UK secondary schools led many students to 

reclassify their expressions of individuality 

and alter their behavior. Students reported 

that their style of dress seemed to influence 

how likely they were to be disciplined, 

meaning that non-criminal expressions of 

individuality could warrant punishment for 

students. Students also reported avoiding 

certain areas where they were likely to be 

surveilled, and behaving in ways less likely 

to draw attention. Additionally, FR is likely 

to further marginalize minority groups, as 

India’s Aadhaar system did. Aadhaar excludes 

citizens who have damaged fingerprints 

or eyes, which disproportionately impacts 

marginalized people including manual 

laborers and leprosy patients. This often 

means that these individuals are unable to 

access food rations or welfare, thus harming 

groups that were already disadvantaged. FR in 

schools is likely to similarly exclude students, 

given that students of color, immigrant 

students, students with disabilities, gender 

non-conforming students, and low-income 

students all are likely to have lower accuracy 

and higher flag rates both automatically 

due to the design of FR and by human 

administrators of the system. Depending 

on how the school is using FR, this could 

result in already marginalized students 

being incorrectly marked absent for class, 

prevented from checking out library books, 

or paying for lunch. In these ways, analogies 

to FR indicate that it is likely to define the 

“acceptable” student and discipline those 

who fall outside of that definition. FR systems 

in schools are poised to privilege some 

students and exclude and punish others 

based on expressions of individuality and 

characteristics outside of their control.
The Gender Spectrum Collection, CC BY-NC-ND 4.0
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Commodifying Data

FR in schools is likely to generate new 

data on students and create new markets 

in commodifying student data. Previous 

experience with similar data-generating 

technologies suggests that providers of these 

technologies will seek to commodify data 

collected, creating concerns about ownership, 

consent, value, and market exploitation. 

Providers may even offer FR services at no 

cost in exchange for the ability to collect and 

monetize the data. There is limited legal and 

policy clarity about whether citizens own 

their data. Most cases suggest that though 

citizens do not have ownership over their 

biometric data, they have a right to full, 

informed consent. This framing has been 

reinforced by the dozens of biobanks that 

scientists and governments have created over 

the last few decades, which assert ownership 

over human DNA samples 

and other specimens, 

along with their resulting 

data. However, given the 

design of FR tools, which 

are meant to be applied 

broadly to any and all faces 

that move through or near 

a given system, advance 

consent may be difficult 

or impossible to obtain. 

Further, there is concern 

that making biometric data 

collection a routine part of 

school life, especially without any explicit 

discussion about where and how to release 

this data, teaches students that it is normal 

and unremarkable to give away biometric 

data and have it used to track your location, 

purchases, and activities. Altogether, our 

analysis indicates that the institution of FR 

in schools threatens students’ data privacy 

and security, will result in data collection 

without consent, and will create a culture of 

permissiveness regarding data collection, 

leaving young people particularly vulnerable 

to unauthorized use of their personal 

information. 

Institutionalizing Inaccuracy

Establishing and maintaining accuracy in FR 

systems in schools will likely be very difficult. 

FR is neither as accurate nor as unbiased as 

developers claim it will be, meaning that 

users likely will have misaligned expectations 

of the technology, and be willing to entrust 

it with work for which it is fundamentally 

unsuited. In addition, while FR is seductive 

because the automated face-matching 

process seems to side step individual biases, 

humans and our judgment are involved at 

every step. For example, just as humans make 

final matching determinations with closed-

circuit television (CCTV) and fingerprinting, 

so will they with FR technology. As we 

FR is neither as accurate nor as 
unbiased as developers claim it will 
be...But perfect accuracy would 
potentially make FR in schools even 
more damaging.
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have seen in those cases, though these 

technologies are often automatically accepted 

by users as objective and highly accurate, 

they are actually influenced by human bias 

and error. Additionally, the lack of regulation 

surrounding the breathalyzer suggests that 

a similar lack of regulation of FR in schools 

could result in errors in the calibration of the 

technology and in how results are interpreted. 

Some may argue that the way to address these 

problems is through enhanced accuracy. But 

perfect accuracy would potentially make FR 

in schools even more damaging in the ways 

described above. 

Further, the cases of CCTV and airport 

security illuminate how excitement over a 

technological fix can lead to entrenchment, 

even if the tool is not necessarily accurate. 

Just as CCTV rarely deters crime in the UK 

despite being widely implemented, it is likely 

that FR, which is similar to CCTV in form and 

function, could similarly become entrenched 

despite inaccuracies. These cases also 

show the sustained resources and training 

needed to maintain accuracy, the difficulty 

of assessing accuracy for low-probability 

events, the problems with having courts 

as the ultimate arbiters of accuracy, the 

racial bias that is embedded in surveillance 

technologies, and the challenge of having 

local officials determine accuracy among 

heterogeneous products. Overall, it is difficult 

to imagine how FR systems will establish and 

maintain a high level of accuracy in schools. 

National and 
International Policy 
Landscape

At present, there are no national laws 

dedicated to regulating FR anywhere in the 

world. In fact, quite the opposite: many 

countries are expanding their use of the 

technology without any regulatory policies in 

place (Map A, p. 79). There is, however, some 

policy activity, which we have divided into 

five types. A handful of US states and localities 

have implemented bans or moratoria, often 

on particular uses of FR. More common are 

consent and notification and data security 
policies, which are not specific to FR but 

regulate some of the data generated and 

used. Consent and notification policies 

cover the data collection process, creating 

requirements about obtaining consent and 

notifying individuals, while data security 

policies focus on how to protect data once it 

is already collected such as with encryption 

standards or local storage mandates. These 

policies often go hand in hand, such as in 

the European Union’s (EU) General Data 

Protection Regulation (GDPR). India, Kenya, 

and a handful of US states have passed or are 

seriously considering similar policies. We 

also see limited efforts to tailor use, such as 

in Detroit’s Project Greenlight which is used 

for a handful of law enforcement purposes. 

Finally, some have proposed oversight, 
reporting, and standard-setting policies 

which would mandate accuracy standards and 

reporting requirements for FR systems. None 

of these have been implemented.  
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Recommendations

Based on our analysis, we strongly 
recommend that the technology be banned 
for use in schools. However, 

if schools and departments of 

education decide to proceed 

with FR, then they must do 

so cautiously, after extensive 

expert deliberation and public 

participation (particularly 

among vulnerable groups), 

and with a clear regulatory 

framework that considers 

the social, ethical, racial, and economic 

dimensions of the technology—far more than 

the technology’s accuracy. Existing laws and 

policies are simply insufficient to manage 

this powerful technology, which could have 

impacts long after the children involved 

leave school. Any laws or policies governing 

FR must also provide multiple opportunities 

for review and change, as the technology’s 

consequences become clearer.  

While we strongly recommend a ban, below we provide 
policy recommendations if schools decide it is absolutely 
necessary to implement the technology. In addition, 
in appendices to the full report we have also provided 
stakeholders (e.g., parents/guardians, students, and school 
administrators) with sample questions to help them evaluate 
the technology.

Based on our analysis, we strongly 
recommend that the technology be 
banned for use in schools.

http://stpp.fordschool.umich.edu/technology-assessment
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National Level 
R E C O M M E N D AT I O N S

1 Implement a nationwide moratorium on all uses of FR technology in schools. 
The moratorium should last as long as necessary for the national advisory 
committee to complete its work and for the recommended regulatory system 
to be fully and safely implemented on a national level. We anticipate that this 
process, and hence this moratorium, will last 5 years.

2 Enact comprehensive data privacy and security laws if they are not already in 
place. 

3 Convene a national advisory committee to investigate FR and its expected 
implications, and to recommend a regulatory framework to govern this technology. 

The national advisory committee should be diverse in terms of both 
demographic and professional expertise. This committee should include 
experts in: technical dimensions of FR (e.g., data scientists); privacy, security, and 
civil liberties laws; social and ethical dimensions of technology; race and gender in 
education; and child psychology.

The committee should also include those involved in kindergarten through 
high school (K-12) operations, including teachers, school administrators, 
superintendents, high school students, and parents or guardians of elementary 
and middle school students. Government officials from relevant agencies (e.g., in 
the US, the Department of Education and Federal Communications Commission) 
should be invited to participate in the committee as ex officio members; they could 
provide important insight into the regulatory options available. Representatives of 
FR companies should be invited to testify periodically in front of the committee, so 
that their perspectives can be considered in the regulatory process. 

Finally, efforts should be made to elicit community perspectives, ideally through 
deliberative democratic efforts.

4 Create additional oversight mechanisms for the technical dimensions of FR.  
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State Level 
R E C O M M E N D AT I O N S

If a state allows FR in schools, it should create programs and policies that fill in any gaps 

left by national policy as well as establishing new infrastructure for the oversight and 

management of district-level FR use. 

5 Convene a state-level expert advisory committee to provide guidance to 
schools and school districts, if a regulatory framework is not created at the 
national level. There should be a moratorium on adopting FR in schools until this 
guidance has been provided. 

6 Establish technology offices, perhaps within state departments of education, 
to help schools navigate the technical, social, ethical, and racial challenges of 
using FR and other emerging educational technologies. These offices should also 
provide resources and oversight to ensure that school and district staff are 
properly trained to use FR technology in a way that is consistent with state laws.

School and School District Level 
R E C O M M E N D AT I O N S

Schools and school districts are directly responsible for the installation and operation of FR, 

and for any disciplinary action that follows from identification, so they are responsible for 

most of the oversight actions.  

7 If any alternative measures are available to meet the intended goals, do not 
purchase or use FR. 

8 Perform a thorough evaluation of FR, including ethical implications, before 
purchasing it. This is even more crucial in the absence of national regulations or 
state-level guidance. 
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What to Ask 

To assist administrators, parents, guardians and students evaluate specific 
FR use in their schools, we offer sample questions in Appendices A and B.

9 Develop a plan for implementing the technology before using it. 

10 Do not purchase FR systems that use student social media accounts to 
improve the technology. 

11 Do not use FR technology to police student behavior.  

12 Delete student data at the end of each academic year or when the student 
graduates or leaves the district, whichever comes first.

13 Employ at least one person dedicated to managing and maintaining the FR 
technology in each school.  

14 Provide regular, age appropriate guidance to parents, guardians, and 
students that includes information about why the school has deployed FR, how 
it will be used, how data will be managed, and what protections are in place to 
ensure accuracy and equity.

15 Establish a pilot period and re-evaluation process before full-scale 
implementation of the technology. 
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Introduction

How Does the 
Technology Work?

FR systems treat faces as collections of data 

points (Thorat et al., 2010). Though the exact 

methods vary from company to company and 

between uses, the basic steps are as follows. 

The first step is face detection: a camera is 

directed towards a face, and then detects and 

recognizes it as a face. Then, the facial image 

is captured and analyzed, most often as a 

two-dimensional image. During analysis, 

FR technology reads a face’s geometry and 

Facial recognition (FR) is a technology capable of identifying or verifying one’s identity based 

on an image of a face. Generally, FR systems work by systematically comparing the features 

and measurements of a person’s face with facial images in a database in order to find a match. 

Though long considered science fiction, this technology is increasingly commonplace around 

the world. It is now used for identity detection and verification across sectors, including law 

enforcement, security, retail, employment, and education. Many consider FR to be a particularly 

useful identity verification measure compared to others such as passwords, PINs, or fingerprints, 

as someone’s facial data is unique and difficult to steal or replicate.  

• Facial recognition (FR) algorithms process 
data from an individual’s facial features 
to identify unique matches, often using 
both private and publicly available data 
including social media.

• Law enforcement has used FR since 
2001.

• The global FR industry is currently valued 
at $3.2 billion.  

• Schools have begun to use FR as a 
security measure to supplement or 
replace other interventions such as school 
security officers and metal detectors.

• Using an analogical case comparison 
method, we identified and examined 
five implications: exacerbating racism, 
normalizing surveillance, defining the 
acceptable student, commodifying data, 
and institutionalizing inaccuracy.

KEY TAKEAWAYS
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makes many measurements, such as the 

distance between eyes, length and width of 

face, etc. (Thorat et al., 2010). The software 

also identifies key facial landmarks, and 

facial features are coded into a set of numbers 

called a faceprint. Finally, once the faceprint 

is numerically coded, the system will run this 

formula against a database of other known 

faceprints, seeking a match (Mann & Smith, 

2017). Because FR requires a clear image 

in order to measure and code a face, the 

technology is usually rendered ineffective and 

non-functional when the face is obscured, 

such as by wearing a hat, sunglasses, or a 

mask, or if image quality is poor (Simonite, 

2020). This limitation suggests that the 

technology’s utility will be much lower 

during the COVID-19 pandemic, as most 

people wear masks when they venture out in 

public and will likely continue to do so for the 

foreseeable future.

Depending on what specific FR process is 

being used and what databases the system 

is connected to, this matching process may 

generate additional information about the 

face scanned, including a person’s name 

and other personal information. This is 

facial identification, which is what police 

officers do when they scan the faces of 

witnesses or suspects against a database in 

hopes of learning their name and address. 

This is a one-to-many match (Thorat et al., 

2010). Another FR process is authentication 

or verification of a user’s identity, which 

means that the system confirms that the 

face scanned indeed belongs to whoever the 

subject said they were; for example, this 

is what occurs when individuals use FR to 

unlock their smartphones. This is a one-to-

one match (Thorat et al., 2010). 

Facial recognition technologies  
have two categories of error:  
False positives and false negatives. 

A false positive result incorrectly indicates that an image is a match. A false negative result 
incorrectly indicates that an image is not a match. When the result correctly indicates whether 
or not the person is a match, that is a “true” positive or negative. Accuracy is often reported 
using sensitivity and specificity statistics, which describe the true positive and negative rate 
of a technology respectively. During the development phase both rates can be improved 
with technical advancements, but after that, sensitivity and specificity are always a trade-
off, and can be adjusted to optimize one at the expense of the other depending on the way 
the technology is being used. In some cases, it may be so important that the correct person 
is not missed that it is worth falsely identifying some people, while in other situations, false 
identification may carry heavy penalties so it would be preferable to correctly identify when 
someone is not a match, even if it means some matches may go undetected. Many facial 
recognition companies allow users to adjust these thresholds. 
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Facial Recognition’s 
History

Widely considered to be the father of FR, 

Woodrow Wilson Bledsoe developed a 

precursor in the 1960s (Gates, 2011). For 

years, researchers innovated on Bledsoe’s 

approach, identifying standard facial markers 

for analysis (Thorat et al., 2010). FR analysis 

was manual until 1988 when Sirovich and 

Kirby developed the Eigenface approach, 

which uses principle component analysis to 

efficiently represent pictures of faces (Turk 

& Pentland, 1991). The Eigenface method 

bases face recognition on just a few features 

that best approximates a given set of facial 

images (most often, the database that the 

test image is being compared to), rather than 

basing recognition on the facial features 

that we would intuitively consider most 

important, such as eyes, noses, and ears 

(Turk & Pentland, 1991). This method allows 

systems to represent subjects with a relatively 

small amount of data, allowing FR to function 

automatically. In the years following the 

development of the Eigenface approach, 

researchers improved computing techniques 

so that FR could be done in real-time. 

In 1993, the Defense Advanced Research 

Projects Agency (DARPA) and the National 

Institute of Standards and Technology 

(NIST), both US government agencies, 

created the Facial Recognition Technology 

(FERET) Program (Gates, 2011). FERET played 

an important role in advancing FR research, 

establishing the viability of automatic 

FR systems and further developing the 

technology (National Institute of Standards 

and Technology [NIST], 2017). It also created 

a database of thousands of facial images to 

aid in the development of FR algorithms and 

provide a testing set to train these algorithms 

(Gates, 2011). Images for this database were 

collected between August 1993 and July 1996 

through photography sessions with 1,199 

individuals, producing 14,126 images for 

the database (NIST, 2017). No information 

is available from NIST or FERET about any 

attempts to ensure that this database was 

inclusive and representative in terms of race 

or gender.

FR was first used for security on a large 

scale at the 2001 Super Bowl, when law 

enforcement deployed it in an attempt to 

detect potential threats among the crowds 

attending the game (Woodward, 2001). 

It failed. The technology generated many 

false positives, showing that the technology 

did not work well in large crowds. It also 

generated considerable public backlash on 

privacy grounds (Grossman, 2001; Anderson, 

2001). Nevertheless, use of the technology 

for law enforcement purposes has expanded 

considerably. Pinellas County, Florida was 

one of the first to implement FR systems 

for law enforcement purposes in 2001 

(Valentino-DeVries, 2020). By 2009, Pinellas 

County’s system regularly provided police 

officers with FR cameras to photograph and 

cross-check suspects’ faces with the Florida 

Department of Highway Safety and Motor 

Vehicles’s photo database on-the-go in real 

time (Spaun, 2011). By 2011, in the largest 

biometric installation in an airport to date, 

Panama brought FR into its Tocumen airport 

for law enforcement purposes (Kumar & 

Bansal, 2015). FR is increasingly used in 

schools and on college campuses, widely in 
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China but also in the United States and the UK. 

(Sutton, 2019; Samuel, 2020; Holloway, 2019; 

Alba, 2020; Heilweil, 2020a; Paul, 2020).

The FR Landscape Today

Today, FR is a $3.2 billion industry populated 

by both start-ups and large companies 

(Singh, 2019). It is projected to reach $7 

billion by 2024 (Singh, 2019). Most of the 

major players are based in 

the United States and China, 

and the world’s “Big Five” 

technology companies—

Alphabet (Google), Apple, 

Facebook, Amazon, and 

Microsoft—are all playing 

lead roles in its development 

and deployment. However, 

many FR companies are 

small start-ups (e.g., 

Megvii, CloudWalk Technology, SenseTime) 

rather than household names and are based in 

China.

FR is now used widely—with very little 

regulation—across the world (See Map A, p. 

79). China, for example, has a vast network 

of cameras implemented in public spaces 

throughout the country. By its own estimate, 

it has approximately 200 million FR cameras 

(Feng, 2019). Public opinion research 

indicates that Chinese citizens embrace and 

accept the use of technology in daily life more 

than citizens of the US, UK, and Germany 

(Kostka et al., 2020). More than one-third of 

Chinese citizens use FR in their daily lives, 

compared to the US and the UK where over 

half of the populations report never using this 

technology (Kostka et al., 2020). FR is used in 

public spaces to track movements and even 

flag petty crimes. People can use FR to gain 

entry to home and work, check in for travel, 

and even pay for food at restaurants (Leong, 

2019). Most recently, in December 2019, 

China instituted new regulations requiring 

that anyone registering a new mobile phone 

must submit to facial scans (Griffiths, 

2019). Presently, there are no laws in China 

regulating the use of FR.

Meanwhile in the United States, police 

departments and federal agencies such as 

Immigrations and Customs Enforcement have 

used Amazon’s FR software, Rekognition, 

since 2017 (Harwell, 2019a). Law enforcement 

uses Rekognition to identify individuals 

quickly by photographing suspects’ faces 

and running that image against a database of 

other images, often obtained from mugshots 

and driver’s license photos (Harwell, 2019a). 

However, since an MIT Media Lab study 

found that Rekognition identified darker-

skinned women as men 31% of the time, it 

has been criticized for being inaccurate and 

discriminatory (Singer, 2019; Buolamwini 

& Gebru, 2018; Raji & Buolamwini, 2019). In 

June 2020, Amazon responded to these claims 

of racial bias by banning police from using 

Rekognition for one year, in order to give 

FR is increasingly used in schools 
and on college campuses, widely in 
China but also in the United States 
and the UK.
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Congress time to pass FR regulations (Weise 

& Singer, 2020).

Recently, US law enforcement officials have 

begun to use a FR app developed by Clearview 

AI, a controversial American technology 

company (Hill, 2020a). Clearview AI’s app 

allows users to take a photo of a person, 

upload it, and attempt to match it with a 

large database of photos harvested from the 

Internet. The database includes more than 

three billion images that have been scraped 

from social media websites, including 

Facebook, Twitter, and LinkedIn, without 

user consent (Hill, 2020a). This three billion 

image database dwarfs even the Federal 

Bureau of Investigation’s (FBI) FR database, 

which has 411 million images (Hill, 2020a). 

This app can be used on-the-go and purports 

to identify faces even with low quality images. 

More than 600 law enforcement agencies 

in the United States, from local police 

departments to the FBI and US Department 

of Homeland Security, have used Clearview 

AI to solve crimes ranging from identity theft 

to murder (Heilweil, 2020c). Though law 

enforcement agencies have used FR since the 

early 2000s, the use of Clearview is significant 

because it means that law enforcement 

agencies are no longer constrained to using 

only government-provided images, such as 

driver’s license photos (Hill, 2020a). This 

widens the net of citizens who can potentially 

be identified with FR. 

Clearview AI has provoked even further 

scrutiny due to the fact that, despite the 

company’s insistence that its technology is 

provided only to law enforcement and a few 

private companies, a recent New York Times 

investigation revealed that the app is also 

used by investors and friends of the company 

(Hill, 2020b; Heilweil, 2020b). Using their 

personal Clearview logins, wealthy investors, 

bankers, retailers, and actors report 

being able to use the app to identify their 

customers, clients, or even strangers (Hill, 

2020b). Because this app is equipped to allow 

users to identify strangers on the street and 

gain information on who they are, where they 

live, and what they do, the unregulated use of 

this technology raises major privacy concerns 

(Hill, 2020b).

FR has also become a common method for 

identity verification in the United States 

and around the world. Apple’s Face ID and 

Microsoft’s Windows Hello are likely the 

most popular products recognizable to 

consumers. Both primarily use the technology 

as an identity verification tool to unlock 

devices, rather than using a PIN or password. 

These companies’ products, such as the 

iPhone, which uses the technology for device 

unlocking, have been extremely important 

in bringing FR technology into consumers’ 

daily lives. In 2017, Apple’s first phone with 

FR, the iPhone X, quickly sold out, suggesting 

that its FR system was not a barrier for users. 

Google’s FaceNet and Facebook’s DeepFace 

are less popular, though the companies 

continue to develop them. Facebook claims 

that DeepFace can determine whether two 

faces in different photographs belong to the 

same individual at a 97.35% accuracy rate, 

even when lighting is poor or if the individual 

looks different between the two photos. This 

rivals the average human’s accuracy rate for 

the same task, which is 98% (Bohannon, 

2015; Taigman et al., 2014). For years, 
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Facebook used it to streamline the process 

of tagging people in photos on the platform, 

although the company removed this feature 

after it was sued (Acquisti et al., 2014). 

In June 2020, in the wake of nationwide 

protests against the deaths of George Floyd, 

Breonna Taylor, and Ahmaud Arbery and a 

national resurgence of conversation about 

anti-Black racism and police brutality, IBM, 

Amazon, and Microsoft all publicly committed 

to limiting development and sale of FR 

technologies until federal regulation is passed 

(Greene, 2020). The companies cited concerns 

about the technology’s racially biased nature. 

As stated above, Amazon banned police from 

using Rekognition for one year (Weise & 

Singer, 2020). Microsoft committed to not 

selling its FR technology to police departments 

until there is a federal law regulating the 

technology (Greene, 2020). Finally, IBM 

publicly promised to stop developing FR 

altogether because of its contribution to racial 

profiling and mass surveillance (Weise & 

Singer, 2020). However, as noted above small 

start-ups are leading FR innovation, rather 

than these big players.

School Security and 
Facial Recognition

FR is slowly being integrated into schools 

around the world. In the United States, 

localities from New York to Texas to 

Oklahoma have begun to use the technology 

(Simonite & Barber, 2019). But when schools 

in France and Sweden attempted to use FR, 

they were fined and asked to remove it in 

2019 because the use violated the European 

Union’s (EU) General Data Protection 

Regulation (GDPR) (Kayali, 2019). 

Schools have largely deployed FR as a 

security measure. Traditionally, school 

security measures have included locking 

or monitoring doors and gates, school 

resource officers (SROs), metal detectors, 

closed-circuit television (CCTV) security 

cameras, emergency preparedness drills, 

and violence prevention programs. During 

the 2015-16 school year, 94% of public 

schools in the United States controlled entry 

by locking or monitoring doors, 81% used 

security cameras, and 4% used random 

metal detector checks (National Center for 

Education Statistics, 2019). Indeed, school 

security is a $2 billion industry. But in recent 

years, schools have been searching for 

more accurate and unobtrusive measures, 

particularly given the rise of school shootings 

in the United States (Robinson, 2018). To 

many, FR seems to be a perfect solution 

because it offers more capacity to monitor 

who is on campus and what people are doing 

than humans combing through security 

footage. The idea is that FR will detect if there 

is someone on school grounds who is not 

supposed to be there (for example, someone 

whose face does not match any entries in a  

database of student and staff faces, or who 

may be on a “watchlist”). It could then deny 

those people entry to particular classrooms 

or the school building itself. Of course, this 

assumes that FR is indeed an accurate and 

unobtrusive measure for all demographics: 

throughout this paper, we will explain why 

this is not the case. Besides school security, 

FR can be used in schools to take attendance, 

admit students and faculty into classrooms, 

pay for lunches, or check out library books. 
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As suggested above, there 

are no federal, state, or 

local policies explicitly 

regulating FR in schools 

anywhere in the world. This 

lack of regulation leaves 

students unprotected from 

the negative and potentially 

unforseen consequences of 

FR in schools. Though the 

United States does have the 

Federal Educational Rights 

and Privacy Act (FERPA) of 

1974, which may apply to 

FR in schools because it defines 1) who may 

access student records and for what purposes, 

and 2) the rights of students and parents to 

view and correct student records, the law was 

written with non-digital records in mind, 

and, despite a 2002 update, does very little to 

protect student privacy in the digital age. 

In October 2019, the French Data Protection 

Authority (CNIL) released a non-binding 

opinion that the plan of two French high 

schools to use FR technology to control entry 

violated the EU’s GDPR, because less intrusive 

methods of achieving the same ends were 

available (Kayali, 2019). Earlier that year, 

Sweden’s Data Protection Authority (DPA) 

found that it was not possible for students 

to provide sufficient consent to a school 

FR program, due to the power imbalance 

between the students and the school (BBC 

News, 2019b). The DPA issued the country’s 

first fine for GDPR violations. Despite 

these rulings, the GDPR does not explicitly 

regulate FR, in schools or elsewhere, beyond 

placing FR data into the broader category 

of sensitive personal data that requires 

additional protection. Evidently, there is 

an international lack of policy and legal 

clarity on the issue of FR in schools. The 

analysis contained in this report is designed 

to identify the technology’s most serious 

implications, in the hope that it can shape 

policy discussion.  

Analogical Case 
Comparison: Our 
Analytic Approach

We adopt an analogical case comparison 

approach to understand the implications 

of deploying FR in schools. By analogical 

case comparison, we mean systematically 

analyzing the development, implementation, 

and regulation of previous technologies in 

order to anticipate how a new one might 

emerge and the challenges it will pose. 

Policymakers often argue that they cannot 

adequately regulate science and technology 

in the public interest because innovation 

moves so quickly and its consequences are 

unpredictable. But humanists and social 

There are no federal, state, or local 
policies explicitly regulating FR in 
schools anywhere in the world. This 
lack of regulation leaves students 
unprotected from the negative and 
potentially unforseen consequences 
of FR in schools.
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scientists who study emerging science and 

technology, from science and technology 

studies (STS) scholars to bioethicists, teach 

us that innovations are more predictable than 

we think, and therefore many of their moral, 

social, economic, environmental, and public 

health challenges can be anticipated early and 

addressed in the development process and/or 

through public policy (Stilgoe et al., 2013). 

These scholars offer two important lessons 

for analyzing the consequences of emerging 

technologies. First, science and technology 

tend to reflect the social and political contexts 

in which they are developed. In the privatized 

and competitive health care market in the 

United States, for example, biomedical 

innovation tends to emphasize technical 

novelty and sophistication rather than, and 

sometimes to the exclusion of, diagnostic 

or therapeutic utility (Parthasarathy, 

2007). Second, controversies over previous 

technologies offer insights into the kinds 

of concerns and resistance that might 

arise, groups who might be affected, and 

solutions that might be feasible with 

emerging innovation. For example, limiting 

government surveillance and maintaining 

individual privacy has long been a priority 

for citizens, especially in the Western world. 

This has led scholars and interest groups 

to demand extra protection of biological 

samples collected for scientific purposes, 

because they fear they might be accessible 

to law enforcement officials (Krimsky & 

Simoncelli, 2010). They have also challenged 

the collection of social media passwords 

from travel visa applicants, 

citing potential constraints on 

freedoms of speech (Cope et 

al., 2017).  

Building on these insights, 

the University of Michigan’s 

Technology Assessment 

Project (TAP) has developed 

a process to use analogical 

case comparison to enhance 

our understanding and 

governance of emerging 

science and technology, which 

we use in this report. Guston and Sarewitz 

(2002) argue: “Studying past examples 

of transformational innovations can help 

to develop analogies and frameworks for 

understanding and anticipating societal 

response to new innovations.” This 

analogical case comparison approach joins 

a suite of methods designed to anticipate 

the consequences of emerging science and 

technology in order to better govern them. 

This includes scenario-planning and other 

stakeholder engagement exercises (Kuzma 

et al., 2016; Selin, 2011), initiatives to help 

scientists and engineers reflect on the ethical, 

social, and environmental consequences of 

their choices as they work in the laboratory 

(Fisher et al., 2006), and deliberative 

Innovations are more predictable 
than we think, and therefore many 
of their moral, social, economic, 
environmental, and public health 
challenges can be anticipated early 
and addressed in the development 
process and/or through public policy.
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democratic efforts that value lay insights 

about the world and community experiences 

with technology (Hamlett et al., 2013; Stirling, 

2008).

To study FR in schools using an analogical 

case comparison approach, our research team 

began by identifying two types of analogs. 

The first were technologies that seemed 

similar to FR in their basic functions, such 

as CCTV and predictive policing. The second 

were technologies that seemed to have similar 

moral and social implications as FR, such as 

databases that collect genetic, medical, and 

lifestyle information (known as biobanks) 

that raise concerns about consent and 

ownership of biometric data. It is important 

to note here that we define analogical 

technologies broadly, to include interventions 

that have technical, human, and physical 

components (what scholars refer to as 

“sociotechnical systems” (Bijker, Hughes, 

and Pinch, 1987; Mackenzie and Wajcman, 

1985). Both school-based law enforcement 

(known as school resource officers) and metal 

detectors, for example, function as important 

surveillance technologies for the purpose of 

our study.

We first investigated both types of 

technologies, reading scholarly literature and 

doing some research into primary sources 

to fully understand their development, 

implementation, consequences, regulation, 

and associated controversy. This helped us 

begin to anticipate the consequences of using 

FR technology in schools. This process also 

led us to identify other previous technologies 

that might provide additional insights, such 

as the breathalyzer that checks for blood 

alcohol content but has raised multiple 

concerns about accuracy.

In the second phase of research, we fully 

analyzed the histories of these interventions. 

We also followed up on potential implications 

that we had not considered during the first 

phase such as how law enforcement and 

metal detectors in schools, while designed to 

maintain safety, often exacerbated racism. We 

continued this identification and analysis of 

previous technologies and their implications 

To study FR in schools using an analogical case comparison 
approach, our research team began by identifying two 
types of analogs. The first were technologies that seemed 
similar to FR in their basic functions, such as CCTV and 
predictive policing. The second were technologies that 
seemed to have similar moral and social implications as FR, 
such as databases that collect genetic, medical, and lifestyle 
information (known as biobanks) that raise concerns about 
consent and ownership of biometric data.
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Analogical Case Studies

Aadhar India’s nationwide biometric system and the world’s largest biometric 
ID system, collects multiple measurements including fingerprints, iris 
scans, and facial scans from citizens and assigns each a unique 12-digit 
ID number. Enrollment in Aadhaar is required to access welfare services, 
financial services, to make purchases, and to enter government buildings. 
It resembles FR because it gatekeeps services based on the ability to 
supply biometric data and widens the scope of surveillance. 

Airport 
Security

This includes bag searches, body scanning machines, and interaction 
with airport security agents. All are designed to be neutral crime control 
strategies that are meant to ensure safety and security at the airport. 
However, in practice, these strategies appear to be susceptible to 
administrator bias and produce discriminatory outcomes.

Biobanks Institutions that collect biological samples that are used in research. These 
institutions collect sensitive personal data in the name of innovation, but 
have been criticized for questionable privacy and security safeguards.

Breathalyzers Devices that determine an individual’s blood alcohol content by measuring 
the amount of alcohol in one’s breath. This device requires significant 
resources and user training in order to maintain high accuracy levels, but 
is often used without maintenance or regulation and therefore fails to 
meet those standards, hence producing unreliable results that can have a 
material impact on people’s lives.

Closed Circuit 
TV in Schools

A television system in which video signals are sent from multiple cameras 
to a set of monitors. CCTV has been implemented in many schools 
especially in the UK. This technology is similar to FR in form and function: 
a network of cameras surveilling students in order to increase security. 
These often have the effect of normalizing surveillance and widening the 
scope of punishable student behaviors.

in an iterative fashion. We then analyzed our 

analogical case studies together and used 

them to identify five main implications of 

using FR in schools. What follows is based 

on this research process. The list below 

summarizes the analogical case studies we 

developed and explains why they parallel FR 

in schools:
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Fingerprinting The practice of collecting impressions of one’s fingertips to produce 
unique biometric markers. Fingerprinting is used in law enforcement 
and as an identification tool. However, interpretations of fingerprint 
matches can vary from analyst to analyst. At times, it is used in schools 
for both security and efficiency reasons, much like FR, with the result of 
normalizing surveillance and making students feel criminalized.

Metal 
Detectors in 
Schools

A security technology that can alert administrators of any metal items in 
a student’s bag, aiming to reduce the number of weapons brought into 
schools and therefore minimize crime and violence. Despite their stated 
aim to increase safety at school, they often actually made students feel 
less safe.

Moore vs. 
Regents of the 
University of 
California

A landmark 1990 Supreme Court of California decision that dealt with 
the issue of property rights over one’s cells collected by doctors and 
researchers. In ruling that a patient does not have personal property rights 
over their discarded tissue samples, this case determined that consent 
and notification about data collection can be overlooked in the name of 
innovation.

Predictive 
Policing

Algorithms that aim to predict areas where crime will occur using 
historical data, in order to direct police to patrol locations before any 
specific crime has occurred. In practice, the data used reflects systematic 
racism and can produce inaccurate results, and the disproportionate 
deployment in predominantly Black and brown neighborhoods produces 
racist outcomes.

School 
Resource 
Officers (SROs)

Law enforcement officers placed in schools to reduce crime and control 
student behavior, who often target vulnerable students and produce 
negative psychological and social impacts.

Stop and Frisk A crime control strategy that gave police more power to stop and question 
those deemed “suspicious”. This was a net-widening strategy: it was 
often used to stop citizens who wouldn’t otherwise have interacted with 
law enforcement. Though this strategy was purportedly neutral, it often 
reflected officer biases and produced discriminatory outcomes.
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Overview of the 
Implications

Much of the public and policy discussion 

regarding FR technology, including its use in 

schools specifically, has focused on concerns 

about accuracy, privacy, and data misuse 

(Burton, 2019; Hill, 2020a). Our analogical 

case study approach allows us to provide a 

deep analysis into how these implications 

might take shape, while also identifying 

additional potential implications based on 

historical evidence. In this report, we focus on 

the following:

Exacerbating Racism

The use of FR in schools is likely to amplify, 

institutionalize, and weaponize existing 

racial biases, resulting in disproportionate 

surveillance and humiliation of Black and 

brown students. As indicated by the historical 

cases of stop and frisk, airport security, SROs, 

and metal detectors in schools, FR is poised 

to disproportionately target students of color 

and inflict upon them adverse psychological 

and social impacts.

Normalizing Surveillance

The analogical historical cases of CCTV and 

various biometric identification methods, 

including fingerprinting in schools and 

India’s Aadhaar system, suggest that FR 

in schools will normalize the experience of 

being constantly surveilled. These historical 

cases also provide compelling evidence 

that FR in schools will undergo mission 

creep, furthering the reach of surveillance, 

as administrators face temptations to use 

the technology for unofficial uses. Finally, 

we conclude that the normalization of 

surveillance will make students feel powerless 

and put their privacy at risk due to limited 

data protections. 

Defining the Acceptable 
Student

FR will widen the scope of what students can 

be punished for, because students will be 

rendered far more visible to administrators. 

This will lead to young people being 

disciplined in unexpected ways. Just as the 

analogical cases of CCTV, predictive policing, 

and India’s Aadhaar system discriminated 

among subjects by excluding or punishing 

certain individuals based on non-criminal 

characteristics outside of their control, FR 

in schools will privilege some students and 

exclude or punish others based on their 

adherence to social norms. 

Commodifying Data

The cases of predictive policing, biobanks, 

and court cases over data ownership, such as 

Moore v. Regents of the University of California, 

suggest that the institution of FR in schools 

will generate new data on students, resulting 

in the creation of new commodities and 

data markets. This raises concerns about 

ownership, consent, and market exploitation, 

and may result in threats to individuals’ data 

security and privacy. 
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Institutionalizing Inaccuracy

Analogical case studies of predictive policing, 

CCTV, fingerprinting, and the breathalyzer, 

which are similar to FR in their surveillance 

functions, teach us that establishing and 

maintaining accuracy is difficult and 

sometimes even impossible. This is because, 

though these technologies are marketed 

as objective and insulated, they are in fact 

influenced by human judgment, norms, and 

institutions. 
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Exacerbating Racism

Given the legacies of racism and colonialism 

across the world and cases of previous 

surveillance technologies, we expect facial 

recognition to exacerbate racism. Browne 

(2015) traces the racist dimensions of 

surveillance technologies to the early days of 

slavery; owners used brands, for example, to 

commodify and track slaves, making them 

feel hypervisibile and powerless. Brands 

were, essentially, one of the first forms of 

biometric identification. More recently, 

cases of stop and frisk, airport security, 

school resource officers (SROs), and metal 

detectors indicate that FR is likely to continue 

to amplify, institutionalize, and weaponize 

existing biases, resulting in disproportionate 

surveillance and humiliation of Black and 

brown students and adverse psychological 

and social impacts. Because these cases are 

analogous to FR in schools due to their use 

for security purposes and their susceptibility 

to administrator bias, we expect that FR will 

produce similar effects. That is, we expect 

FR in schools to target and harm vulnerable 

students: for example, FR is likely to increase 

the frequency with which Black and brown 

students are singled out and disciplined 

by school administrators. Also, because FR 

has higher error rates for Black and brown 

subjects, it is likely to malfunction for 

students of color more often than their white 

counterparts. This could have the effect of 

further excluding and victimizing already 

marginalized students.

• School security measures 
disproportionately target and discriminate 
against people of color, particularly Black, 
Latinx, and Indigenous communities.

• FR is likely to be used disproportionately 
in majority-minority schools, without 
any meaningful resulting reductions in 
violence. 

• FR is likely to make students feel less safe 
and cared for by their school.

• FR is likely to amplify, institutionalize, and 
weaponize existing racial biases, resulting 
in disproportionate surveillance and 
humiliation of Black and brown students 
and adverse psychological and social 
impacts.

KEY TAKEAWAYS
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Facial Recognition 
Accuracy Varies by Race

FR is less accurate in identifying people of 

color than white people (Harwell, 2019b; 

Buolamwini & Gebru, 2018). A comprehensive 

December 2019 National Institute of 

Standards and Technology (NIST) study, 

which examined most leading FR systems 

including 189 algorithms from 99 companies 

and developers, concluded that FR systems 

have “demographic 

differentials” that varies 

accuracy by a person’s 

gender, age, and race (NIST, 

2019). These algorithms 

consistently showed high 

error rates when used on 

African-Americans, Asians, 

Native Americans, and Pacific 

Islanders. In fact, “Asian 

and African American people 

were up to 100 times more 

likely to be misidentified 

than white men” (Harwell, 2019b). White 

men are the demographic with the highest 

accuracy rate, with an error rate of up to only 

0.8% (Harwell, 2019b; Buolamwini & Gebru, 

2018). A 2018 study showed the same results: 

Buolamwini & Gebru’s evaluation of three 

different FR algorithms found that datasets 

are overwhelmingly composed of lighter-

skinned subjects, and as a result algorithms 

perform best for lighter-skinned individuals, 

particularly men, and perform worst for 

darker-skinned subjects and women 

(Buolamwini & Gebru, 2018). The higher error 

rates of FR for non-white subjects mean that 

the technology will malfunction for them 

more than it will for their white counterparts. 

This means that Black and brown students 

will be misidentified more often, or not 

identified at all. The consequences of this will 

range from inconvenient, such as barring 

students of color from checking out library 

books, to extremely damaging, such as 

criminal investigations. In part because of 

this, we strongly urge against the use of facial 

recognition in schools.

Disproportionately 
Targeting People of Color

Young people of color, particularly in 

the United States, have long experienced 

greater amounts of surveillance than their 

white counterparts due to a history of racist 

policies and practices. These policies and 

practices assume that these young people are 

appropriate targets for surveillance because 

they are likely to misbehave or engage in 

criminal acts, but these very assumptions 

become self-fulfilling prophecies. 

Black and brown students will be 
misidentified more often or not 
identified at all. The consequences 
of this will range from inconvenient 
to extremely damaging.
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SROs, police officers who have been deployed 

in schools, illustrate this disproportionate 

surveillance. They generally report to 

municipal police or county sheriff’s offices, or 

in the case of some large urban districts such 

as Los Angeles there may be a separate police 

department for the school system (Brown, 

2006). SROs first appeared in the 1940s, 

just as US schools began to integrate; early 

adopters were either schools and districts 

that served large numbers of Black and Latinx 

students, or where Black and Latinx students 

were entering predominantly white schools 

for the first time (American Civil Liberties 

Union [ACLU], 2017). Some early programs, 

such as the “Officer Friendly” program in 

Chicago, were characterized as a way to 

“improve community relations between the 

city’s youth and the local police department” 

(Mbekeani-Wiley, 2017). However, the 

community relations aspects of school 

policing quickly gave way to an emphasis on 

law and order.  

The implementation of SROs coincided 

with burgeoning civil rights movements 

among Black and brown youth in the 1960s. 

Black students in the South fought against 

segregation and racial violence, while Chicanx 

students in California staged huge walkouts 

demanding access to college preparatory 

classes and culturally relevant curricula 

(Advancement Project, 2018; Garcia & Castro, 

2011). Placing police in schools became a 

way for cities, states, and 

the federal government to 

coordinate against student 

protesters. At the same time, 

the growth of SRO programs 

precipitated policy changes 

that criminalized behavior 

that would previously have 

warranted a trip to the 

principal’s office. For example, 

the state of Maryland made 

it a crime to disturb school 

activities soon after placing 

SROs in Baltimore schools 

(Craven, 2016). Today, over 

20 states have school disturbance laws 

(Ripley, 2016). Always, the stated purpose is 

to make schools safer for children, but the 

result appears to be the criminalization of 

students by increasing the frequency of their 

interactions with law enforcement. 

The War on Drugs in the 1980s and 1990s 

accelerated the practice of policing children 

in the name of safety. In 1985, the Supreme 

Court ruled that school officials, including 

school police, could search a student or 

a student’s possessions without a search 

warrant (New Jersey v. T.L.O., 1985). This is 

the case if the officials have a reasonable 

suspicion that a student has violated not just 

a law, but a school policy. School officials or 

SROs may search students if they suspect they 

Racist policies and practices 
assume Black and brown young 
people are appropriate targets for 
surveillance because they are likely 
to misbehave or engage in criminal 
acts, but these very assumptions 
become self-fulfilling prophecies. 
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have an item such as a cell phone or a bottle of 

over-the-counter medicine, which are legal 

to possess outside of school (Brown, 2006). 

Federal law further increased police presence 

in schools when the Violent Crime Control 

and Law Enforcement Act of 1994 funded the 

creation and expansion of SRO programs.

Today, while most American schools do not 

have SROs, SROs have an outsized presence 

in schools that serve students of color. 

51% of high schools with majority Black or 

Latinx enrollment have SROs on campus, in 

comparison to 42% in high schools overall. 

Black students were more than twice as likely 

as their white classmates to be detained or 

arrested at school (ACLU, 2017). Disabled 

students of color are at even greater risk: 

they are more likely to be referred to law 

enforcement than their white disabled 

or non-disabled counterparts (Alabama 

Appleseed, 2019) The presence of police in 

schools, coupled with zero-tolerance policies 

popular in the 1990s that expelled students 

after a single rule violation, have been 

major contributors to the school-to-prison 

pipeline, criminalizing predominantly Black 

and brown students for childhood mistakes 

(Nelson & Lind, 2015). 

Stop and frisk is another important analogical 

case. This purported crime control strategy 

that allowed police officers to stop and 

question virtually anyone they wanted to, is 

an example of how administrator biases can 

render a seemingly neutral crime control 

strategy discriminatory. We expect that the 

same phenomenon will occur with FR in 

schools. Terry v. Ohio, a 1968 Supreme Court 

case in the United States, legitimized the 

practice of stop and frisk. Police officers could 

stop and search citizens proactively, without 

probable cause for arrest, as long as there 

was “reasonable suspicion” that a crime had 

been committed (Katz, 2004; Cornell Law 

School, 2019). The practice was then used 

in many major US cities, including Chicago, 

Los Angeles, and Philadelphia (James, 2015). 

Most famously, when it was used in New York 

City from the 1980s until 2013, Black and 

brown residents were stopped at a far higher 

rate than their white counterparts both 

compared to their overall population size and 

the rates of crime they committed (Gelman 

et al., 2007). Simply being Black or Latinx 

seemed to provide officers with “reasonable 

suspicion” to stop someone. In the late 1990s, 

at the height of this practice in NYC, then-

Attorney General Eliot Spitzer published one 

of the first major reports on racial disparities 

in stop and frisk, highlighting that Blacks 

and Latinxs comprised only 49.3% of NYC’s 

population and yet made up 83.6% of stops 

(Spitzer, 1999). Meanwhile, white New 

Yorkers, who accounted for 43.4% of New 

York’s population, comprised only 12.9% 

of stops (Spitzer, 1999). Though minorities 

NYPD, CC BY 4.0
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were stopped more often than whites, they 

were arrested at lower rates from these stops 

than their white counterparts, suggesting 

that lower standards were used for stopping 

minorities, and the frequency of these stops 

was not related to actual crime (Gelman et al., 

2007).

Finally, airport security practices are another 

analogy to FR in schools. Airports are spaces 

of heavy surveillance where the same acts 

and appearances may be coded differently 

(suspicious or non-suspicious) based on who 

performs them (Browne, 2015). Officers from 

the Transportation Security Administration 

(TSA) and Customs and Border Protection 

(CBP) in the United States are subject to 

only vague guidelines that allow them to 

search almost anyone under virtually any 

circumstances; it is therefore not surprising 

that they routinely profile by race and 

gender. Survey data indicates that non-white 

travelers are more likely than their white 

counterparts to be selected for additional 

screening and to have to undergo a greater 

number of additional search procedures 

when selected, such as pat-downs (Lum et 

al., 2015). Additionally, travelers of color 

reported having greater embarrassment 

during screening procedures than their white 

counterparts, suggesting that this process 

systemically humiliates and threatens people 

of color (Lum et al., 2015). Black women 

are less likely to be found with contraband 

than white women, and yet they are the 

demographic most likely to be strip searched 

by airport security (Browne, 2015).

School resource officers, stop and frisk, and 

airport security all demonstrate how law 

enforcement practices that systematically 

surveill the population and discipline those 

who pose a perceived threat are consistently 

wielded against Black and brown people. 

Because these practices allow the racial biases 

of those who perform them to be legitimized, 

institutionalized, and weaponized, they 

have the effect of not only criminalizing 

and targeting minorities, but making these 

outcomes appear rightful. 

Just as the administrators of SROs, stop 

and frisk, and airport security claim that 

these practices are neutral and only target 

those who pose security risks, school 

administrators will also likely claim that FR 

will not target students of color. However, 

just as those analogical cases legitimize the 

racial biases of administrators and have the 

effect of singling out minorities, so will FR in 

schools. Administrators of school FR systems 

will be able to claim that racist outcomes 

are rightful because they were produced by 

an algorithm, even though these outcomes 

are actually a result of user biases and the 

algorithm’s lower accuracy rates for Black 

and brown faces. We can expect that, through 

these mechanisms, FR in schools will result in 

more Black and brown students being flagged 

for misbehaving or truancy, and therefore 

being disciplined disproportionately more 

than their white counterparts. Another 

potential outcome is that, because FR has 

higher error rates for non-white faces, 

school FR systems will fail to detect students 

of color: this would result in that student 

being flagged as an intruder and potentially 

being subjected to confrontation with 

administrators or the police and unjust 

punishment. In sum, because FR is poised 

to mimic analogous security practices by 
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surveilling and disciplining students in the 

name of school security, it is also likely 

to mirror the effects of these practices by 

unfairly targeting and punishing Black and 

brown students. 

Adverse Psychological 
and Social Impacts

Some argue that FR is a neutral technology 

(Introna & Wood, 2002). This implies that the 

technology is fair and will 

only be used to target and 

punish those who are guilty. 

Unfortunately, this does not 

bear out in practice. In the 

cases of SROs, stop-and-

frisk, and airport security, 

there is evidence that people 

of color are penalized for 

behaviors that are seen as 

normal among white people 

(Henning, 2013). These 

practices also contribute to 

a culture of fear. New York 

residents who have been 

subject to stop and frisk, for 

example, report “lasting 

emotional, psychological, 

social, and economic harm” 

as a result of these stops, 

which may entail inappropriate touching, 

sexual harassment, police brutality, 

humiliation, and violence, all in public and 

at the hands of police officers (Center for 

Constitutional Rights, 2012). Other studies 

similarly report that living in neighborhoods 

with aggressive policing tactics can negatively 

affect one’s mental health, producing feelings 

of non-specific psychological distress and 

increasing the likelihood of post-traumatic 

stress disorder (Sewell et al., 2016; Ross, 

2016). Further, there is evidence that stop-

and-frisk tactics can have negative effects 

on physical health as well, increasing the 

likelihood of diabetes and high blood pressure 

(Ross, 2016). As a result of this conduct, 

entire communities of color in New York have 

lived in fear of police and expect that abuse by 

law enforcement is a normal part of daily life 

(Center for Constitutional Rights, 2012). 

Many New York residents even report that 

this pervasive fear of police has impacted 

their daily routines, by spurring them to 

change their hairstyles and clothing to 

minimize attention, change their routes to 

avoid walking in public or nearby police, 

and constantly carry identification and 

other important documents (Center for 

Many New York residents report 
that pervasive fear of police has 
impacted their daily routines, by 
spurring them to change their 
hairstyles and clothing to minimize 
attention, change their routes to 
avoid walking in public or nearby 
police, and constantly carry 
identification and other important 
documents.
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Constitutional Rights, 2012). In this way, 

stop and frisk—a seemingly neutral crime 

control strategy—became a vehicle to amplify 

existing racial biases in a violent manner 

that increased surveillance, humiliation, and 

distrust of authority among Black and brown 

New Yorkers, and ultimately exerted control 

over marginalized New Yorkers’ day-to-day 

lives.

We see similar impacts from the use of metal 

detectors in schools. First implemented in 

the 1990s, they were intended to reduce or 

eliminate the presence of weapons such as 

guns and knives on school grounds, thereby 

preventing violence. Although it would curtail 

students’ Fourth Amendment rights against 

search and seizure, leaders hoped it would 

keep schools safe (Ferraraccio, 1999). Use of 

metal detectors rose further after the 1999 

Columbine school shootings (Jonson, 2017). 

But as with SROs, metal detectors are more 

prevalent in schools where the majority of 

students are Black or Latinx. They are used 

disproportionately in schools located in urban 

or high crime areas (Hankin et al., 2011). One 

study analyzing data from the National Center 

for Education Statistics (NCES) 2007−2008 

School Survey on Crime and Safety, found 

that 91% of public schools that perform 

daily metal detector searches of students are 

high-violence, majority-minority schools. 

Importantly, among all high-violence 

schools, those with majority-minority 

enrollments are significantly more likely than 

majority white schools to use metal detectors 

on their students (Gastic & Johnson, 2015).

Metal detectors seem to have an overall 

negative effect on students. Despite extensive 

research into their effectiveness in reducing 

school violence, there are no conclusive 

findings that these technologies have a 

significant effect on school safety (Hankin et 

al., 2011). At the same time, a growing body 

of research has found that they significantly 

alter students’ school experience. Metal 

detectors decrease students’ sense of 

safety, even after controlling for the level of 

violence at the school (Gastic, 2011; Hankin 

et al., 2011), while their feelings of being 

cared for by their school and trusting their 

administration decline (Jonson, 2017). And, 

a large, multi-site survey of middle school 

students found that those who perceive their 

schools to be more unsafe were more likely 

to be both the victims and the perpetrators of 

relational aggression, which is harm caused 

by damaging someone’s relationships or 

social status (Elsaesser et al., 2013). The case 

of metal detectors in schools shows that 

instituting strict law enforcement measures 

in the name of school security can often have 

the opposite effect than what was intended: 

rather than making students feel safer at 

school, students feel criminalized, as if their 

Wiki user PQ77wd, CC BY-SA 4.0
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schools distrusts them, and more anxious and 

unsafe. 

Conclusion

In sum, we have a long history of surveillance 

practices and policies that appear, on their 

face, to be objective and focused on public 

safety. But in practice, they reflect the 

racial biases in law enforcement and the 

broader society and reinforce the incorrect 

assumption that people of color are, by their 

very existence, prone to criminality and 

appropriate targets for increased surveillance. 

We might assume that FR is likely to be 

less obtrusive and more accurate. But like 

previous interventions, this technology is 

part of racially-biased social systems. Where 

and how it is deployed will be determined 

by humans (school administrators and 

city officials), matches will be certified by 

humans (law enforcement officers), and 

so too will definitions of misbehavior and 

criminality.  Hence, just as human biases 

were funnelled into the use of SROs, stop and 

frisk, airport security, and metal detectors, 

thus legitimizing racist outcomes, so will FR 

systems in schools. 

It is likely that FR’s lower accuracy for Black 

and brown faces, as well as the racial biases 

of human administrators of the system, 

will result in Black and brown students 

being disproportionately flagged by the 

system for disciplinary reasons. Another 

possible outcome is that the technology 

will malfunction more often for Black and 

brown students, which could result in them 

not being able to pay for lunch, check out 

library books, enter campus, or be marked 

“present” for class. The high error rate of FR 

for students of color could also result in them 

being flagged as an intruder if the system 

fails to recognize them as a student. This 

would result in Black and brown students 

feeling further criminalized and alienated 

on campus, which would certainly diminish 

their ability to receive a quality education. It 

is difficult to imagine how this technology 

could be deployed without burdening children 

of color disproportionately, in a way that is 

likely to have enormous psychological and 

social effects. Therefore, we urge against the 

implementation of FR in schools. 
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Normalizing Surveillance

Like FR, CCTV and older forms of 

biometric identification were designed and 

implemented to increase public safety in an 

efficient manner. But, as we demonstrate 

below, they have been more effective in 

making surveillance part of our everyday 

lives and eroding our privacy. We found 

that implementation of past surveillance 

technologies produced mission creep and 

feelings of powerlessness among students, 

and that limited data protections put privacy 

at risk. Given this history, we expect that FR 

will normalize and entrench the experience 

of being constantly surveilled. We expect that 

this will result in feelings of powerlessness 

and lack of autonomy among students, 

similar to what occurred in schools with 

CCTV systems. This can be quite damaging 

psychologically and emotionally. Because we 

anticipate that FR in schools will normalize 

surveillance, erode privacy, and inflict 

damaging psychological effects on students, 

we strongly advise against it.

Technology Expanding 
the Reach of Surveillance

The United Kingdom has widely used CCTV 

in schools for suspect identification and 

crime deterrence. But, studies show that 

CCTV does not make students feel any safer 

or meaningfully reduce crime (Taylor, 2013). 

Because these cameras are not constantly 

monitored, their presence does not actually 

prevent crime or mitigate its effects—no 

• FR systems will make surveillance a part 
of everyday life for young people.  

• Surveillance installed for one purpose 
will be expanded to other uses, without 
explicit consent. 

• Because FR systems are developed using 
multiple sources of data, they will likely be 
used to track student activities far beyond 
school grounds. 

• Students are resentful of being surveilled 
at school because they experience loss of 
privacy and freedom.

• Students feel criminalized and powerless 
when faced with school surveillance 
systems.

KEY TAKEAWAYS
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one would be alerted of a crime or be able to 

intervene until it was too late. In addition, 

the cameras have been shown to often simply 

displace crime to locations out of view, rather 

than actually reducing the number of crimes 

committed (Taylor, 2013). 

Not only does CCTV often fail to achieve 

its intended purpose, but it has also been 

deployed for unofficial uses: that is, 

monitoring student behavior and enforcing 

compliance. Faced with the temptation to use 

this technology to monitor student behavior, 

administrators often do so even though this 

is not the stated purpose of the technology. As 

a result, use of CCTV in schools casts a wider 

net on which students may be disciplined 

and for what offenses. For example, CCTV 

is used to identify truancy, bullying, and 

smoking, among other aberrant behaviors on 

campus, and discipline students accordingly 

(Taylor, 2013). While this increased 

surveillance could provide early warnings 

for students who struggle with behavioral or 

other problems, it also, as we discuss in the 

next section, implicitly enforces a narrow 

range of acceptable behavior among young 

people and suppresses their individuality. 

And the implementation of CCTV in schools 

contributes to a normalization of pervasive 

surveillance in society, habituating young 

people to constantly being observed (Taylor, 

2010). Interviews with students whose 

schools had CCTV systems revealed that 

they highly valued their privacy and often 

took action to resist surveillance. Students 

reported only being comfortable with this 

privacy infringement in cases in which there 

was a strong justification, such as for school 

security, rather than for monitoring student 

behavior (Birnhack et al., 2017).

Similarly, during the 1980s—a period of 

heightened concern about child kidnapping—

many schools began to fingerprint their 

students in the hope that it could help locate 

missing children and serve as a deterrent 

to potential kidnappers who 

would now know that children 

everywhere were being 

fingerprinted (Bridgman, 

1983). This practice was soon 

normalized, and in recent 

years fingerprints have 

become a tool for identity 

verification and payment in 

schools. This is widespread 

in the UK, where more 

than a million secondary 

school students have been 

fingerprinted (Kobie, 2016). 

Finger scanners are used to pay for lunch, 

take attendance, enter and exit buildings 

and rooms, and access lockers, computers, 

printers, and books. Supporters say that 

it expedites long lines, prevents theft, 

removes stigma for students who have free or 

reduced lunch, and is a more secure method 

Not only does CCTV often fail to 
achieve its intended purpose, but 
it also gets deployed for unofficial 
uses: that is, monitoring student 
behavior and enforcing compliance.
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of verifying identity (Gray, 2007). But, by 

making surveillance a primary part of their 

environment, this practice tells children 

that it is normal and unremarkable to give 

away biometric data and have it used to track 

their locations, purchases, and activities. 

Some also worry that it criminalizes children 

by applying a system in schools that is 

traditionally used in the criminal justice 

system (Brennan, 2017). Because FR, like 

fingerprinting, is also a biometric technology 

that would be used for security and efficiency 

purposes, it is reasonable to conclude that 

FR in schools would similarly normalize 

surveillance, criminalize students, and create 

a culture of permissiveness about personal 

data.

Aadhaar, India’s biometric surveillance 

program and the largest biometric ID 

system in the world, has also expanded and 

normalized surveillance in ways that may 

be predictive of the potential consequences 

of FR (Perrigo, 2018). In India, citizens’ 

access to most public and private services, 

including welfare, pensions, mobile phones, 

financial transactions, and school and work 

enrollment, is determined by whether they 

have enrolled in the nationwide Aadhaar 

system (Goel, 2018). If citizens are not 

enrolled in Aadhaar, they are blocked from 

accessing these services. This means that 

it is now nearly impossible for Indians 

to do many normal activities without 

providing their Aadhaar ID, which is tied 

to their sensitive biometric information 

(Perrigo, 2018). In order to enroll in the 

system, citizens must provide their personal 

biometric data including fingerprints, iris, 

and facial scans. To date, 1.2 billion Indians 

(99% of India’s adult population) have 

been enrolled in Aadhaar (Perrigo, 2018). 

After someone enrolls in the system, their 

data is continuously added to a centralized 

database as Aadhaar users access services 

(Arudpragasam, 2018). This means that, 

in addition to controlling access, Aadhaar 

can be used to track everything one does 

and everywhere one goes each day. Under 

Aadhaar, the government can constantly 

surveil everyone. People have no guarantee 

that anything they do is private (Jain, 2019). 

There is also concern that this type of state 

surveillance creates the opportunity for 

personal information to be weaponized, 

particularly in the absence of any data 

protection laws (though such a law may exist 

soon: India’s Supreme Court ruled in 2017 

that privacy is a fundamental right for all 

citizens, and the Personal Data Protection 

Bill of 2019 is currently tabled in the Indian 

Parliament) (Kodali, 2019; McCarthy, 2017; 

Personal Data Protection Bill, 2019). For 

U.S. Air Force photo by Airman 1st Class Randahl J. Jenson
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example, the sale of health data can be used 

against individuals if insurance companies 

charge them higher premiums for pre-

existing conditions (Kodali, 2019). Because 

FR is also a biometric system that is equipped 

to control student access to resources, track 

their movements and activities, and collect 

sensitive data just like Aadhaar, it is likely that 

FR will also have the result of normalizing 

surveillance and eroding student privacy.

Students Feel Powerless

Studies also suggest that these surveillance 

technologies had negative psychological 

impacts on students. In interviews, students 

expressed their need for privacy at school, 

specifically their wish to be able to express 

certain emotions in public without being 

surveilled (Taylor, 2010). 

Students reported being 

highly resentful of CCTV 

systems: they stated that 

the technology undermined 

their privacy and represented 

the school’s criminalization 

and distrust of them (Taylor, 

2013). Interviews also 

revealed that many children 

who attend schools with 

CCTV cameras are not clearly 

informed by administrators 

about how the cameras 

work, leading students to be 

unsure of when they were and were not being 

surveilled (Birnhack et al., 2017). Finally, 

students also reported a sense of resignation 

and internalization of authority: though 

many resented the loss of privacy that CCTV 

represented, they felt they had no power to 

change this system and had to simply accept 

that their behavior would be observed and 

controlled (Taylor, 2013). 

In the 1980s, when schools were 

fingerprinting children out of concern 

that they would be kidnapped, there was 

concern that this fingerprinting could have 

similar impacts as CCTV in schools has 

today. Parents were concerned that this 

practice would needlessly involve children 

in criminal investigations and “create an 

atmosphere of unfounded fear”, even though 

the odds of them actually being kidnapped 

were miniscule (Bridgman, 1983). One can 

easily imagine that a schoolwide FR system 

will produce similar effects, since they have 

the same widespread video surveillance 

capabilities as CCTV (with the additional 

ability to biometrically identify students 

in real-time) and would collect biometric 

information for security purposes just like 

fingerprinting.

Parents were concerned that 
fingerprinting would needlessly 
involve children in criminal 
investigations and “create an 
atmosphere of unfounded fear”, even 
though the odds of them actually 
being kidnapped were miniscule.
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Conclusion

FR is poised to expand surveillance beyond 

even the scope of CCTV, fingerprinting, and 

Aadhaar, because it will collect biometric 

data and be able to track all student actions 

throughout the school day: arrival and 

departure times, where the student goes and 

when, library books checked out, and even 

what the student eats. As it combines more 

data, we expect that FR will significantly 

normalize and entrench surveillance among 

one of our most vulnerable populations: 

young people. 

Further, these analogical cases indicate 

that expanded surveillance inflicted 

feelings of powerlessness, resentment, 

fear, mistrust, and criminalization. Since 

FR in schools will expand surveillance even 

further than these cases, we expect that the 

negative psychological effects will be more 

pronounced. We expect that such surveillance 

of our children will teach them that it is 

normal to have little autonomy over their 

personal data. In an environment in which 

students have no control over their biometric 

data, they are likely to leave school with 

a sense of powerlessness and a distorted 

understanding of whether and how they 

can and should protect their data privacy. 

Teaching students that they are distrusted, 

criminalized, and powerless in school, a 

place where they should feel safe, will likely 

have harmful impacts on their education and 

development. Finally, any hacks or breaches 

of this data will have long-lasting effects, 

following students throughout their lives—

unlike with most digital security, where 

breaches can be remedied by updating a 

password, facial data breaches are much more 

harmful. One can change their password, 

but they will never have any other face. In 

sum, it is unlikely that the benefits of FR in 

schools will outweigh the risks of normalizing 

surveillance, eroding privacy, threatening 

data security, and inflicting numerous 

harmful psychological effects on students, we 

strongly oppose the implementation of FR in 

schools. 
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Defining the  
Acceptable Student

The histories of CCTV, predictive policing, 

and biometric surveillance suggest that 

FR will discipline the identities and 

behaviors of young people in unexpected 

ways. We might expect that the technology 

might have a deterrent effect, reducing 

misbehavior. But, these analogical cases 

suggest that FR will target students whose 

behaviors, identities, and appearances do 

not constitute misbehavior, but simply fall 

outside dominant social norms. Outcomes 

of analogical cases have shown that benign 

expressions of individuality are likely to be 

reclassified as problematic or threatening, 

resulting in subjects feeling forced to alter 

their behaviors. Analogical cases also indicate 

that this mechanism will result in further 

marginalization of already vulnerable 

groups. These analogies predict that the 

implementation of FR in schools will result 

in certain students being disciplined or 

flagged more frequently, or having the 

technology malfunction on them more often, 

for non-criminal reasons such as (but not 

limited to) ways they express themselves 

including clothing and hairstyles, their race 

and ethnicity, their socioeconomic status, 

and their disability status. In this way, the 

implementation of FR in schools will have 

the result of defining a specific “acceptable” 

student and punishing those who do not fit 

that mold. Because FR in schools is poised 

• FR is likely to expand definitions of 
deviant and criminal behavior, and punish 
students who don’t fit within narrow 
standards of acceptability.

• Surveillance systems tend to treat 
the characteristics and behaviors of 
white, cisgender, straight, and non-
disabled students as the norm, further 
marginalizing others.

• Students may try to avoid FR surveillance 
and law enforcement by forgoing medical 
attention and other critical services.

• Students who deviate from dominant 
social norms may be excluded from basic 
services like paying for lunch, accessing 
facilities, easily checking in for class, and 
having their parents participate in school 
activities.

KEY TAKEAWAYS
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to criminalize innocent expressions of 

individuality, we strongly advise against it. 

Reclassifying 
Expressions of 
Individuality

UK schools use CCTV widely as a purported 

safety measure; approximately 85% of 

UK secondary schools have these systems 

(Taylor, 2011). The technology has become 

an important tool to monitor and discipline 

student behavior, and those who monitor the 

footage take some latitude in enforcing the 

rules (Taylor, 2013). Students reported that 

the biases of those who monitor the CCTV 

feeds appeared to influence their decisions 

to discipline a student for misbehavior. They 

reported that “...discrimination was purely 

the result of the camera operators’ propensity 

to derive suspicion from stereotypical 

interpretations of an offenders’ appearance 

and behavior” (Taylor, 2013). Students 

reported that their style of dress was a 

signal that often determined whether they 

were disciplined or not: “...certain styles of 

dress had become shorthand for deviancy, 

particularly how young people wearing 

hoodies were susceptible to being labelled 

as deviant or criminal” (Taylor, 2013). 

Because the human biases and assumptions 

of those who processed the footage played an 

important role in the administration of CCTV, 

non-criminal expressions of individuality 

were reclassified as problematic. This meant 

that the technology resulted in the creation 

of a narrow definition of an “acceptable” 

student—that is, students who were dressed 

in ways deemed respectable—and resulted 

in the exclusion and punishment of students 

who didn’t fit that definition. Because FR in 

schools will similarly surveil students, we 

would expect to see the same outcome.

Further Marginalizing 
Vulnerable Groups

Minorities, women, disabled, and 

gender non-confirming people are 

made hyper-visible to identification and 

surveillance methods and ultimately, 

further marginalized. This is because the 

characteristics and behaviors of these groups 

may fall outside those set by individuals 

usually defined as the norm: white, cisgender, 

straight, and non-disabled. For example, 

SROs are 2 to 4 times more likely to refer 

students with disabilities to law enforcement 

than their non-disabled peers, an effect 

that was compounded for disabled students 

of color (Alabama Appleseed, 2019). Black 

boys with disabilities were more likely than 

any other group of students to be arrested 

or referred to law enforcement. Further, FR 

will marginalize these students because it 

is simply less accurate at identifying them: 

minorities, women, disabled students, and 

transgender or non-binary students will 

consistently be unable to be identified by FR 

(Scheuerman et al., 2019). 

Similarly, the Aadhaar biometric 

identification system discussed in the 

previous section has disproportionately 

hurt India’s minority groups. Registration 

for Aadhaar is mandatory and failure to do 

so could result in exclusion from nearly 

all activities in day-to-day life. However, 
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many of India’s citizens, from manual 

laborers to leprosy patients, have damaged 

fingerprints or eyes and therefore cannot 

register with the Aadhaar system (Goel, 

2018).  This renders these groups unable 

to access all of the services that Aadhaar’s 

biometric identifiers gatekeep. This can result 

in extreme deprivations, because Aadhaar 

controls access to food rations and welfare. 

In the northeastern state of Jharkand, 20% 

of households were unable to get their food 

rations—more than five times the failure 

rate under the old system (Goel, 2018). The 

sad irony is that the exclusive nature of this 

technology renders the people who most need 

Aadhaar to work for them—that is, laborers, 

the sick, and the undocumented, who are 

all more likely to be welfare recipients—the 

most likely to be excluded from the system 

and all of its benefits. In this way, the 

design of Aadhaar harms certain citizens by 

rendering them invisible to the technology, 

thus depriving them of services. 

Altering Behaviors to 
Avoid Surveillance

In the face of surveillance, subjects will 

often attempt to alter behaviors in order 

to maintain some privacy. This can have 

detrimental effects. In localities that use 

predictive policing algorithms, citizens 

often try to avoid areas with increased law 

enforcement presence (Brayne, 2014). They 

are also reticent to provide identification 

data that could get shared with police, 

though this sometimes means that they 

forego fundamental necessities like banking 

and healthcare. This is clear in the case of 

children who are undocumented or whose 

parents are undocumented. Many studies 

have established that fear of police and 

fear of immigration enforcement places 

constraints on nearly all aspects of the lives 

of undocumented people, including accessing 

healthcare (Hacker et al., 2011), sending their 

children to school (Dee & Murphy, 2019), or 

even leaving the house at all (Lopez, 2019). 

When there is a visible police presence in 

a given location, undocumented people 

are likely to avoid that location; when 

that location is a school, undocumented 

parents are likely to be less involved in their 

childrens’ education and school community. 

This example shows that when subjects of 

surveillance attempt to resist it, they can be 

excluded from important services. This can 

harm them and their families. We expect that, 

because FR in schools will enact a similar 

type of surveillance, we would see students 

and their parents altering behaviors in order 

to maintain some privacy. This will result in 

their exclusion from important services. 

The Gender Spectrum Collection, CC BY-NC-ND 4.0
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Conclusion

Like the other technologies discussed in this 

section, FR could create a narrow definition 

of the “acceptable” student and exclude and 

punish those who don’t fit that standard. 

Like CCTV, Aadhaar, and predictive policing, 

FR privileges some subjects over others. It 

is more likely to accurately identify white, 

cisgender, abled students than non-white, 

gender non-conforming, or disabled students 

(Buolamwini & Gebru, 2018). In addition to 

this technical exclusion of students who fall 

outside of FR’s “norm”, students who fall 

outside a school’s definition of acceptability 

will be hypervisible and potentially subject to 

punishments that would not have occurred in 

the absence of FR. School administrators may 

use FR to identify and punish students who 

they deem to be dressed inappropriately—a 

punishment that may have not occurred in 

the absence of this technology. 

FR’s potential exclusion of certain groups 

could have many negative effects on 

students who do not fit the definition of 

“the acceptable student”, including more 

frequent punishment and creating barriers 

for students to pay for lunch, gain access to 

certain rooms or resources, and check into 

class. These students might either be unable 

or unwilling to participate in school activities 

as a result, which could degrade their 

educational experiences and opportunities. 

In sum, we expect that FR in schools will 

exclude and punish students who fall outside 

of a specific definition of “the acceptable 

student”: this will likely include students 

who are minorities, undocumented, gender 

non-conforming, and disabled, as well as 

students who express themselves in ways 

deemed inappropriate by administrators. 

This will have the effect of degrading these 

students’ educational experiences and sense 

of belonging at school.
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Creating New 
Commodities and Markets

FR in schools will generate new data on 

students, including but not limited to their 

images and movements. Previous experiences 

with similar data-generating technologies 

suggest that providers of these technologies 

will seek to commodify this data, adding 

questions of ownership, value, and even 

market exploitation to the concerns we have 

discussed throughout this report. 

Governments, researchers, non-profit 

organizations, and industry have long 

collected  data from the world’s citizens, from 

biological and health information to census 

data. Technologies such as blood tests and 

online applications have facilitated this data 

collection, and in recent years it has gotten 

easier to store, classify, and process large 

amounts of data. Organizations are now 

assembling large databases, often pulling 

together different types of information, in 

order to characterize populations and make 

predictions about their needs and behaviors 

(Linder, 2019; Sankar & Parker, 2017). These 

databases become major sources of value, 

and in some cases organizations have begun 

to assert intellectual property rights on or 

sell access to them (Linder, 2019; Ciuriak, 

2018; Turner et al., 2013). As we discuss 

further below, individual citizens have had 

• FR in schools will generate new kinds of 
student data that will be sold and bought.

• FR systems will normalize the collection 
and commodification of student data, 
creating a culture of permissiveness and 
teaching children that it is normal to give 
away biometric data and have it used to 
track location, purchases, and activities. 

• It is very difficult for FR systems in 
schools to gain meaningful consent from 
students, because they know little about 

how the technology and data will be used 
and because consent forms are too long 
and technical. Furthermore, it will likely 
be impossible to opt-out of the system 
completely.

• In the past, people have had limited 
success in asserting ownership over their 
data.

• Without strong regulation, data collected 
for one purpose will be used in other 
ways.

KEY TAKEAWAYS
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limited success asserting ownership over 

their data: while citizens have occasionally 

forced the entities collecting and processing 

data to value their ownership through public 

shaming campaigns, or by simply preventing 

access until a benefit-sharing agreement 

is made, generally courts have not been 

sympathetic to their claims. 

Meaningful consent is often limited by 1) the 

lack of other available options for a service, 

as in the case of school, 2) asymmetric 

information between the organization and 

the individual that obscures the value of the 

relinquished data, as when human tissue is 

donated to research, or 3) by complicated 

consent forms that are too long and technical 

to be meaningful to users. All of these 

factors are at play with facial recognition in 

schools, and students are further at risk from 

systems that are not equipped to protect their 

data even when they agree to the terms of 

collection.

Companies Will Expand 
Surveillance to Gather 
Data

Companies have the incentive to expand the 

reach of surveillance technology as much 

as possible because they can monetize data 

they collect by building new products or 

selling the data directly. While data does not 

have a stable value, it has become a lucrative 

business for the companies who aggregate 

and sell it. Meanwhile, the human sources of 

that data receive little direct remuneration. 

For example, in return for access to in-kind 

services such as email or social networks, 

users provide data which is then repackaged 

and sold to companies who use it for targeted 

advertising, to develop or improve services, 

to assess customer risk, or to disincentivize 

customers from leaving the platform (Zuboff, 

2018). In 2017, researchers valued the services 

that consumers got in exchange for their data 

at about $300 billion, but companies earned 

trillions of dollars annually by aggregating, 

selling, and processing the data (Nakamura 

et al., 2017). Evidently, the data business is a 

highly profitable one.

Google’s parent company Alphabet, for 

example, makes most of its money from the 

data it collects and sells to advertisers from 

those who use its free services (Forbes, 2019). 

Google uses its large network to combine data 

collected across many contexts, including 

customers’ offline lives using phone 

application data (Ciuriak, 2018). It stores 

all of this information in a single database 

called Sensorvault, which increases the value 

of the information to the company and has 

the side-effect of making it easy for police to 

use subpoenas to gather a lot of information 

quickly on Google customers (Valentino-

Devries, 2019).  

We see this trend among FR companies as 

well. Vigilant Solutions began as a standard 

service company, but has built a database 

which it now sells to law enforcement 

(Linder, 2019). The company first sold 

license-plate tracking technology to private 

clients. Together, these cameras generated 

data in real time about car movements. 

To monetize that data, Vigilant sold law 

enforcement access to the licence-plate 

information in a package with software that 
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integrated information from other publicly 

available data sets. Vigilant’s database is so 

valuable that the company now gives away the 

camera hardware for free so that it can expand 

its pool of data, which has resulted in over 13 

billion license plate detections in the US with 

over 250 million new plate captures (with 

location information) per month.  

To facilitate data collection, Vigilant 

established its proprietary LEARN cloud 

database in which customers upload their 

data for analysis. In the process, they 

encourage law enforcement departments 

to share data with one another, and many 

do. This network of data sharing within the 

pay-for-access cloud is an added incentive 

for potential customers to use Vigilant 

over another policing platform, making it 

difficult for new companies without existing 

networks of customers to compete and enter 

the market (Ciuriak, 2018). Vigilant also now 

integrates FR and public data (Linder, 2019). 

After entering the education market, the 

company encouraged local departments and 

school security teams to share data in LEARN 

and coordinate efforts, which could lead to 

increased police participation in security 

activities that are traditionally handled by 

schools. In the process they are increasing the 

value of LEARN, which will likely create more 

revenue for Vigilant.

If FR companies have access to student data, 

they are likely to find ways to monetize it, as 

Alphabet, Vigilant Solutions, and countless 

other technology companies have done. This 

could encourage companies to advocate 

for expanding surveillance systems to new 

schools and for new uses in existing schools 

to generate more data, all without adequate 

consent. 

Once Collected, Data Can 
Be Repurposed 

In the absence of strict regulation, data 

collected for one purpose can be used in 

other ways. These alternate uses may come 

into play as new needs arise, as technology 

changes, as organizations develop new 

ways to extract more value from the data, or 

when access to the data is transferred to a 

new group. Often the additional uses are not 

subject to the same level of scrutiny as the 

original stated use, even though lawmakers 

would likely not allow the new uses if they 

stood alone, and users, like early customers 

of the Vigilant Solutions license plate reader, 

might not want to give data for this new 

purpose. Further, rather than a potential use 

driving new data collection and analysis, 

available data simply gets repurposed for 

new uses whether or not it is relevant. This 

is problematic because the data is often 

opaque to end users and they don’t realize 

that its use has been redirected. And these 

mismatches can be consequential when used 

by government or law enforcement. Law 

enforcement departments are a common 

secondary user of data collected by other 

entities know this, but users may not.  

One example of data that is repurposed 

after collection is Google and Ancestry.com 

data (including user location, photos, and 

DNA tests) that is collected for commercial 

purposes but is ultimately used by law 

enforcement. Law enforcement offices 
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in the United States, for example, have 

begun to request or get warrants for access 

to their databases, which are useful for 

solving crimes. Police have long subpoenaed 

information from Google’s database to 

investigate individuals for whom they have 

already established probable cause. This 

includes information about search history, 

email data, and phone location (Valentino-

Devries, 2019). In 2016, police also began 

subpoenaing data based on location. This 

meant that they could gather information 

from a particular place at a particular time, 

if they had reason to believe a suspect for 

a known crime would have been there. 

This vastly expanded the information they 

received, as well as the number of people 

caught in their dragnet. Similarly, police 

recently served Ancestry.com a warrant 

to search the company’s database of DNA 

tests. Prior to the request, police could 

access GEDmatch, a smaller database, 

but the forensic technique that leverages 

DNA information is more successful with 

a larger database of DNA and genealogical 

information (Aldhous, 2020). While 

users would likely not have shared their 

information with law enforcement directly, 

or allowed law enforcement to create similar 

databases through a vote or local government 

ordinance, once the companies gathered the 

data it became available for these purposes. 

This makes clear that once data is collected, 

it can be repurposed for uses that the subject 

didn’t consent to.

This suggests that once schools collect FR 

data for any reason, the data will be available 

for other uses that parents and local officials 

may not have approved. For example, a school 

could install FR to identify students for school 

lunches, but later use the data to identify and 

discipline students who are not following 

the dress code. Even if FR companies do not 

explicitly share data with law enforcement, by 

using the systems, schools will generate new 

data that police may be able to access down 

the line: for example, information on the 

whereabouts of undocumented parents who 

visit schools to participate in their child’s 

education. 

Do Citizens Own Their 
Data?

There is limited legal or policy clarity on 

the question of whether citizens own their 

data, anywhere in the world. But state-level 

cases from the United States suggest that at 

present, the answer is no (Gotwalt, 1992).  

The first such case was Moore vs. Regents 

of the University of California, decided by 

the California Supreme Court. In 1987, the 

Flickr user Torkild Retvedt, CC BY-SA 4.0
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University of California Los Angeles Medical 

Center treated John Moore for a rare form 

of leukemia. Dr. Golde, Moore’s physician, 

noticed that Moore’s blood had properties 

that made it medically valuable to research. 

Dr. Golde continued to take samples from 

Moore throughout treatment and contrived 

follow-up appointments to be conducted 

exclusively at UCLA, even though Moore lived 

in Seattle, to prevent other labs from gaining 

access to Moore’s bodily materials. Dr. Golde 

used the blood and tissue samples to develop 

a useful new cell line, patented it and other 

discoveries that followed, and struck valuable 

licensing deals with private companies for 

access to the line. Moore was not notified 

that this research was occurring, nor asked 

to sign a consent form until after Dr. Golde 

had filed his first patent 

application. When he 

discovered this use, Moore 

sued both Dr. Golde and 

UCLA. He argued that he 

did not consent to how his 

blood and tissue samples 

would be used and that he 

had a property interest in 

his cells. In its decision, 

the California Supreme 

Court determined that Dr. 

Golde had a duty to tell 

Moore about the research 

and the potential profit 

that it might generate, but 

that Moore did not have a 

property right to his tissue either while it was 

inside him or after it was removed, because he 

had essentially discarded it (Moore v. Regents 

of the University of California, 1990). The US 

Supreme Court did not weigh in.

In making this decision, the California court 

acknowledged previous legal opinions which 

held that everyone has a proprietary interest 

in their “own likeness” and that individuals 

can bring a civil lawsuit for “unauthorized, 

business use of a likeness” (Moore v. Regents 

of California, 1990). But, it noted that these 

decisions did not link this interest to property 

law; in fact, previous courts had said it 

was “pointless” to debate how to properly 

characterize the property interest in a 

likeness.

Similarly, years later a group of parents sued 

Dr. Rueben Matalon and the Miami Children’s 

Hospital Research Institute, for taking their 

children’s DNA and using it to develop a 

lucrative genetic test for Canavan Disease 

(Greenfield, 2006). The parents had provided 

the information with the understanding that 

it would be used to develop a test that would 

be widely available to affected families, and 

were distressed when Miami Children’s 

Hospital charged high prices. But as in Moore, 

The California Supreme Court 
determined that Dr. Golde had a 
duty to tell Moore about the research 
and the potential profit that it might 
generate, but that Moore did not 
have a property right to his tissue 
either while it was inside him or after 
it was removed.
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the Florida court ruled that the plaintiffs did 

not own their tissue samples. Any litigation 

over ownership of FR data is likely to refer 

to this case history, making it difficult for 

plaintiffs to establish ownership in their 

images and related data. However, judges in 

the Moore case also weighed the plaintiff’s 

property interest against “medical research 

of importance to all of society”, concluding 

that this medical research created a strong 

justification for using Moore’s cells. FR 

providers would not be able to claim such a 

strong justification for using subjects’ data 

without consent.

It is unclear whether FR providers have 

attempted to patent the biometric data they 

have collected or generated, but like other 

data providers, most have created private 

databases with this information and then 

sell access to this information. They then 

distinguish themselves in the market by 

suggesting that the size of their databases 

improve the accuracy of their technologies 

(Hill, 2020a). To date, court cases brought 

by consumers against technology companies 

over biometric data ownership have focused 

on consent and privacy rather than data 

ownership. However, courts in the US have 

used these privacy cases to comment on 

ownership, and have largely maintained the 

stance established in Moore that consumers 

have no property rights over their data unless 

they can show that they had planned to use 

or sell the data themselves (Elvy, 2018). It is 

likely that ownership challenges will emerge 

both in the United States and elsewhere as the 

use of FR expands.

Data Authorization 
Focuses on Consent, Not 
Ownership

While the courts have been reluctant to 

acknowledge that citizens have property 

interests in their biometric data, they do 

emphasize full, informed consent. This 

framing has been reinforced by the dozens 

of “biobanks” (combined storehouses of 

genetic, health, lifestyle, and other data 

related to individuals) that scientists and 

governments have created over the last few 

decades.

Biobanks are repositories of biological 

samples, from tiny “blood spots” taken 

from newborns to tissue and DNA samples 

taken from communities. They may be 

linked to other forms of data, including 

personal and family medical history and 

environmental information. Scientists, 

physicians, and public health officials hope 

that by pooling this information, they can 

develop a systematic understanding of the 

relationship between DNA, the relative roles 

of an individual or community’s genetic 

makeup, and environmental and lifestyle 

factors on disease risk. Most biobanks frame 

the collection and use of biometric data in 

terms of donation and consent rather than 

ownership of data. 

However, there are many different types of 

consent frameworks (Steinsbekk et al., 2013). 

Since scores of studies may be conducted 

with the data from a single biobank, by a 

variety of researchers, it is easiest and most 
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common to have a blanket “opt-in” policy, 

meaning that the individual consents to any 

and all research conducted using their data 

(Denny et al., 2019). Most biobanks with 

this policy allow individuals to withdraw 

consent at any time. But some suggest that 

individuals should be allowed to provide 

“dynamic” consent, making individual 

decisions about participation in each project 

(Prictor et al., 2018). Advocates in consumer 

technology have gone further, adapting a 

prominent consent framework that gives 

subjects more power, advocating that consent 

should be freely given without pressure 

or manipulation, reversible at any time, 

informed by an honest and clear explanation 

of possible uses and protections, enthusiastic 

rather than coerced by the withholding of 

services, and specific to the uses described 

(The Consentful Tech Project, n.d.). These 

different frameworks could be useful for 

designing FR consent 

policies.

Due to the nature of FR tools, 

which are often designed to 

be applied broadly to any and 

all faces that move through or 

near a given system, advance 

consent may be difficult 

or impossible to obtain. 

Rulings in Europe against 

school-based FR systems, as 

well as against Facebook’s 

FR system, suggest that in 

a data protection scheme that emphasizes 

consent such as the General Data Protection 

Regulation (GDPR), applications of FR will 

necessarily be limited to systems in which 

each individual must opt in (Kayali, 2019). 

The US does not currently require individual 

consent for FR at the national level, although 

some states do have GDPR-like restrictions 

such as the Illinois’s Biometric Information 

Privacy Act (Todd, 2020). Furthermore, in 

the context of education, while the Federal 

Educational Rights and Privacy Act (FERPA) 

formally has a consent model, it delegates 

consenting authority to schools, with no 

individual remedies if schools authorize 

the use of a tool or platform that is later 

found to violate students’ privacy (Zeide, 

2017). The only available consequence for an 

institutional violation of FERPA is that the 

federal government may withhold funding, 

but that consequence has never been applied. 

Ultimately, there appears to be few, if any, 

policy or legal tools available to remedy 

consent violations in schools.  If parents, 

guardians, or students object to a school’s use 

of a technology such as FR, they have had to 

rely on political pressure rather than FERPA. 

And often, political pressure is not effective 

at preventing school FR use. For example, 

despite strenuous objections by parents 

and an investigation by the New York State 

Education Department, the state allowed 

Lockport, New York’s school district to roll 

... despite strenuous objections 
by parents and an investigation 
by the New York State Education 
Department, the state allowed 
Lockport, New York’s school district 
to roll out FR in January 2020.
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out FR in January 2020 (Alba, 2020). After the 

New York Civil Liberties Union filed a lawsuit, 

the state assembly signed a law enacting 

a moratorium on the use of biometric 

identification technologies in schools (New 

York Civil Liberties Union, 2020). At the time 

of this report, the bill is awaiting approval by 

the governor.

Companies usually need information from 

many users in order to monetize data as 

described above, but there is no mechanism 

for group consent. In fact, FR companies 

may pool data from multiple schools to 

create powerful tools, compounding the 

value of data from each person. However, 

consent is an individualized process and 

does not consider how that data takes on 

greater meaning when combined with others. 

Further, in countries without biometric data 

protection policies that explicitly address 

this issue, students give no consent at all. 

Evidently, there are multiple barriers to 

obtaining meaningful consent from students 

for FR to be used in their schools, raising 

concerns that any use of this system will be 

without the consent of its subjects. 

Limited Data Protections 
Put Privacy at Risk

Previous surveillance technologies have 

also created a culture of permissiveness 

around data, leaving young people vulnerable 

to unauthorized use of their personal 

information. By making FR a routine part 

of life at school—particularly without any 

explicit discussion about where and how to 

release this data—students may learn that 

it is unremarkable to give away biometric 

data and have it used to track your location, 

purchases, and activities, which could set 

them up for a lifetime of participation in data 

collection programs prone to leaks and hacks. 

Architects of India’s Aadhar initiative, 

launched in 2009, hoped that it would reduce 

corruption and fraud, increase efficiency, 

save taxpayer money, improve provision 

of government programs, and bring all 

citizens—including rural or impoverished 

citizens who have been historically excluded 

for not having the necessary documents 

to prove their identities— into the digital 

age (Goel, 2018). However, the program 

has had major security lapses, rendering 

Indians vulnerable to theft and abuse of their 

personal biometric information. In 2017, 

an investigation by The Tribune, an Indian 

newspaper, found that reporters were able 

to access names, contact information, and 

postal codes after paying an individual linked 

to former Aadhar employees the equivalent 

of eight US dollars (Doshi, 2018). For another 

five dollars, reporters could receive printed 

Flickr user Fotokannan / CC BY-SA 4.0
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out copies of others’ Aadhaar cards that 

they could use to impersonate them and 

access government services (Doshi, 2018). 

Additionally, in 2017, 210 government 

websites leaked Aadhaar data including 

names, birthdates, addresses, bank account 

numbers, and ID numbers of millions of 

people (The Hindu, 2017). Some of this 

data can still be found easily online (Goel, 

2018). This is just one such data breach—

over the years others too have exposed the 

biometric, personal information of millions 

of Indians (Jain, 2019). Breaches like these 

are particularly problematic because victims 

will experience the effects of a leak for the 

rest of their life, as one can never change 

their fingerprints or iris scans like they can a 

leaked password (Perrigo, 2018).  

Aadhaar shows us that it can be challenging 

to implement data protections robust enough 

to safeguard subjects’ sensitive personal data, 

and that failure to do so can result in security 

breaches that have harmful consequences 

for users for the rest of their lives. If the 

Indian government is unable to adequately 

protect this sensitive data, it certainly raises 

questions about whether local school districts 

will be able to, and the extent of privacy and 

data security risk we may expose students to 

by implementing FR systems in their schools.

Conclusion

History suggests that organizations will find 

ways to commodify FR data from schools, 

raising questions of market exploitation and 

student consent. It is difficult for students, 

teachers, and other visitors to schools to 

meaningfully consent to FR because they 

do not have alternate options to attending 

school, they may not understand the potential 

uses of FR, and they may not know what 

they are consenting to or how to opt out. 

Ultimately, it seems that instituting FR 

in schools opens up students to their data 

being commodified and either sold or stolen 

without their knowledge and consent. Not 

only does this invade student privacy and 

compromise their sensitive data, but it also 

creates a culture that teaches students that 

it is normal and unremarkable to give away 

sensitive information. For these reasons, we 

strongly advise against the implementation of 

FR in schools. 
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Institutionalizing 
Inaccuracy

Even if a school determines that the 

potential benefit of using FR outweighs the 

costs outlined in the previous sections, the 

technology would need to be accurate in order 

to be useful. That is, it must be able to detect 

and identify faces correctly. However, the 

analogical cases of CCTV, predictive policing, 

and the breathalyzer, among others, teach us 

that establishing and maintaining accuracy 

is exceedingly difficult and sometimes 

impossible. While technologies tend to be 

perceived as objective, and therefore free 

from bias, in reality they are influenced by 

the humans who make and use them as well 

as the norms, institutions, and laws that 

govern their applications. Proponents of the 

technology might point out that even if FR 

is only as accurate as humans, automated 

surveillance systems are more efficient, and 

can therefore create more benefit. However, 

it is important to remember that this means 

they can also expand the reach of the bad 

effects of biased surveillance. This means 

that more students will experience the harms 

discussed above. And, given the history of 

surveillance technologies we detail in this 

section, FR will likely amplify significant 

problems of misidentification. 

• FR codifies human judgments and biases 
and it is almost impossible to achieve 
complete accuracy.

• Facial recognition is much less accurate 
in identifying people of color, children, 
women and gender non-conforming 
people, and disabled people.

• Because it is technical, people assume 
FR is unbiased. This makes it harder 
to challenge. However, FR codifies 
inaccurate and racist human biases and 

amplifies their potential damage by 
expanding the reach of surveillance.

• Proper FR system maintenance requires 
extensive resources and staff training. 
Schools are unlikely to keep up with this 
maintenance, rendering the results not 
only meaningless, but dangerous.

• Seemingly simple technological solutions 
are often quickly entrenched. It then 
becomes difficult to identify and address 
problems.

KEY TAKEAWAYS
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FR is Inaccurate Among 
Most Populations, 
Including Children

FR’s inaccuracy begins with data collection 

and algorithm training processes. As 

discussed in the Introduction, FR algorithms 

are first developed using a “training” data set 

of facial images. The FR system learns how to 

read faces by taking multiple measurements 

from the images in this data set, such as the 

distance between eyes and the length and 

width of the face (Thorat et al., 2010). It then 

learns to match images, identify demographic 

information, or detect particular emotions. 

Training sets include labels that provide 

this information, so algorithms learn which 

characteristics and measurements correspond 

to each label. However, the quality of the 

algorithm depends on the representativeness 

of the training data set. If a data set contains 

only white faces, for 

example, the algorithm 

will only learn the 

measurements that make 

up a white person’s face 

image, which could include 

shadows and contrasts that 

may not be as prominent 

in non-white skin tones. 

This could produce 

inaccurate measurements 

and ultimately, incorrect 

matches for Black and 

brown faces. The same is true for differences 

in gender, age, and disability status. 

However, these inaccuracies can be difficult 

to uncover. When an FR provider promotes 

its high accuracy rates, users must be careful 

to determine whether the data set used 

for training matches the population they 

hope to track. Otherwise, the statistics are 

meaningless. 

While we have little public information 

about the demographics of FR training 

data sets, studies suggest that most are not 

representative. As a result, they will pose 

significant problems for widespread use. 

An MIT Media Lab study found that facial 

recognition systems were as much as 40 

times more likely to misidentify the gender of 

a dark-skinned woman as a white man, and 

attributed the problem to demographically 

limited training sets (Buolamwini & Gebru, 

2018). FR systems are also two to five times 

more likely to produce a false positive identity 

match in women than men, depending on 

the particular software (Grother, Ngan, & 

Hanaoka, 2019). The most common FR testing 

data set is 77.5% male and 83.5% white (Han 

& Jain, 2014). Furthermore, NIST, which 

tests FR systems in the US, has not disclosed 

information about the demographic makeup 

of its data sets (Gates, 2011). Therefore, it 

is difficult to contextualize the accuracy 

FR will be much less accurate among 
children since their faces change 
so quickly and differ significantly 
from one another, in comparison to 
variation among adults.
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statistics it reports.  When NIST built a new 

database specifically to determine whether 

facial recognition technologies could identify 

gender equally well across racial groups, for 

example, it used country of origin as a proxy 

for race and did not include any countries 

that are predominately Black (Buolamwini & 

Gebru, 2018). 

FR will also be much less accurate among 

children, since their faces change so quickly 

and differ significantly from one another 

in comparison to variation among adults 

(Grother, Ngan, & Hanaoka, 2019). The 

faces of growing children cannot be easily 

compared to static training sets. If schools 

use reference pictures that are more than a 

year old, or try to apply these technologies to 

younger students that are growing rapidly, 

facial recognition will not work well. Most of 

the images in FR databases are from people 

between the ages of 20 and 60 years old. But 

to capture the high amount of facial variation 

both between children at young ages and 

between children and adults, children need 

to be overrepresented (Han & Jain, 2014). 

Providers will likely advertise statistics 

about their system’s accuracy based on its 

use among adults; schools must be careful 

to demand accuracy measurements for the 

technology’s use among children before 

purchase.  

As detailed in previous sections, FR will 

disproportionately impact non-white, 

disabled, non-male students. It is also 

particularly bad at identifying children, 

which presents obvious challenges for use 

in schools, including the potential for an 

abundance of false matches and false reports 

that, at best, render the system not only 

burdensome but potentially unusable. Despite 

evidence to the contrary, proponents of FR 

in schools, including the companies that 

sell the technology, are likely to claim that 

the systems are unbiased simply because 

they are more technically sophisticated. 

Unfortunately, this argument may resonate 

with those who do not understand algorithm 

development.

Humans Make Final 
Matching Determinations

Even if governments regulate the accuracy 

of face-matching algorithms, FR technology 

will always involve a final check by a human 

being. This human check will introduce 

additional biases. Research on “forensic 

confirmation bias” has shown that when 

there is uncertainty in the process, forensic 

examiners tend to focus on evidence that 

confirms their expectations, while ignoring 

information that does not (Kassin et al., 2013). 

State of Maryland, CC BY 2.0
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We have already seen this problem in the case 

of CCTV. First, camera quality is a problem; 

schools may use low-quality CCTV cameras 

and the frequency of camera updates varies 

considerably across schools and countries. 

Second, when camera quality is poor, even 

trained observers perform at less than 70% 

accuracy (Lee et al., 2009). Camera quality 

is likely to continue to be a problem with 

FR, since many schools will likely rely on 

their existing camera networks and simply 

add FR software to analyze the images. Also, 

observers often have difficulty detecting 

whether a crime even occurred at all, even 

when quality is not an issue (Keval & Sasse, 

2010). Notably, these studies have used white 

subjects, and researchers have not repeated 

them with other groups to determine the 

accuracy of human checkers in identifying 

people of color. 

But we already know that average 

eyewitnesses struggle to correctly identify 

people of a different race in comparison to 

same-race identification (Hugenberg et 

al., 2010). While it is impossible to know 

the actual rate of mis-identified suspects, 

we know that those who were exonerated 

using DNA had often been incarcerated 

based on eye-witness testimony by people 

of other races (Scheck et al., 2003; Smith 

et al., 2004). In one study, at least 36% of 

overturned convictions involved cross-

race identifications (Scheck et al., 2003). 

This could amplify the racial bias already 

embedded in FR training data and algorithms.   

We also see how human interpretation can 

vary in the case of fingerprinting. As with 

FR, fingerprints can look very different 

in reference databases than they do when 

police capture them for forensic analysis, 

because fingertips are soft and can warp on 

uneven surfaces or with different pressure 

patterns. In fingerprint analysis, software 

will suggest a number of matches, and 

fingerprint examiners examine the ridge 

patterns to confirm matches to the prints 

of interest (Kruse, 2005). Unfortunately, 

not only can different examiners looking 

at the same prints come to different 

conclusions, but even the same examiner 

looking at a print multiple times can draw 

different conclusions each time (Cole, 2003; 

Ulery et al., 2012). A survey of research on 

fingerprinting analysis found that even in 

studies designed to eliminate contextual 

information that might lead to cognitive bias, 

examiners incorrectly identified matches 

(false positives) in between 0.17% and 4.2% 

of fingerprint pairs (President’s Council of 

Advisors on Science and Technology, 2006). 

In studies that observed examiners in their 

typical operating contexts, Federal Bureau of 

Investigation (FBI) researchers found they 

tailored their documentation to support their 

preliminary conclusions, rather than making 

a determination based on the examination 

(Ulery et al., 2014). While research has 

not evaluated whether information on 

race specifically influences fingerprint 

determinations, examiners are influenced 

by other information, such as the opinion of 

other experts and suspect confessions (Dror 

et al., 2006). Again this has disparate impacts 

as false and coerced confessions are more 

common among non-white populations 

(Villalobos & Davis, 2016).

An example in South Wales illustrates the 

typical procedure for a human check on FR 
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results (though this procedure can differ 

across departments and processes are often 

opaque). The South Wales Police use FR in 

real time at events to look for anyone who 

is on their watchlist. If the software flags 

a face as a “match”, a police officer who 

has been designated an “Automated Facial 

Recognition” operator verifies the finding. 

If the operator believes that the match is 

correct, they tell another officer who is on 

location. The officer on location also judges 

whether they believe that the match is 

correct, and is only supposed to intervene if 

they agree with the finding (Bridges, R. v. The 

Chief Constable of South Wales Police, 2019). 

FR needs a great deal of human involvement 

in order to function, but supporters often 

claim that it is more objective than other 

methods because it is run by algorithms. 

After an early deployment, the South Wales 

police claimed that although the algorithm 

falsely identified over 2,000 people, they 

were able to arrest over 450 people without 

arresting anyone who was falsely identified 

(The Guardian, 2018). However, it is difficult 

to identify arrests from false identifications 

because the police control what statistics get 

shared, and it is important to note that false 

identifications still increase contact with the 

police, which can be dangerous particularly 

for people of color, and can lead to additional 

charges. 

Systemic Discrimination 
Feeds Back Into 
Surveillance Technology

Surveillance technologies are particularly 

susceptible to bias and systemic 

discrimination because they are part of 

feedback loops that encode and amplify 

human biases (O’Neil, 2016). Humans set up 

systems based on biased information such 

as FR training sets that under-represent 

minorities and police databases that 

represent a known history of racially biased 

policing. As a result, the technology’s outputs 

reflect these biases; but, because they are the 

result of an algorithm, they are considered 

more objective and accurate than the human 

findings. People then act on the results of the 

biased technologies, producing outcomes 

that appear to confirm their 

bias, that then get fed back 

into the technology, further 

entrenching discrimination. 

Because the exact workings 

of these algorithms tend to 

be protected as trade secrets, 

it is difficult for anyone who 

didn’t produce the algorithm 

to contest these entrenched 

biases, which we discuss 

further below. 

Predictive policing, which describes any 

policing strategy that attempts to stop crime 

FR needs a great deal of human 
involvement in order to function, 
but supporters often claim that it is 
more objective than other methods 
because it is run by algorithms.
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before it occurs, has followed this pattern 

(Haskins, 2019). It is guided by the idea 

that there is some consistency (in terms 

of environment, offenders, and victims) 

in when and where crimes take place; if 

those elements can be tracked, police can 

predict crime (Hunt, 2019). In addition 

to location-based approaches, predictive 

policing now includes other methods that 

are further from the foundational theory 

and target individuals, types of crime, and 

whole communities (Haskins, 2019). This 

method has been used for years (in stop-

and-frisk policies, for example), but today 

it has become more technological with the 

assistance of algorithms and big data. 

Researchers have shown that this feedback 

loop leads departments to over-police 

certain neighborhoods, particularly in 

communities of color that may not actually 

have comparatively high crime rates (Lum 

& Isaac, 2016; Ensign et al., 2018). Stop and 

frisk increases interactions between residents 

and police officers, which 

feeds back into crime 

statistics as well as other 

criminal justice metrics, 

perpetuating the “high 

crime” categorization 

of the area. These 

communities often lack 

resources, so the use 

of predictive policing 

further disadvantages 

them (Ferguson, 2011). 

The Supreme Court has 

also permitted lower standards for police 

intervention on the basis of “reasonable 

suspicion” in “high crime” areas, reinforcing 

a feedback loop that functionally reduces 

the legal rights of people living in these 

neighborhoods (Ferguson, 2011). 

Algorithms also transform human biases 

into systems that can outlast individual 

events and bad actors if not carefully 

managed. A case study of 13 departments 

using predictive policing technology found 

that in addition to basic errors in data 

preparation and collection, nine trained 

their models using data from periods when 

the department had been sanctioned for 

illegal practices (Richardson et al., 2019). 

This essentially laundered illegal police 

practices into “legitimate” predictive data, 

further reinforcing unfounded perceptions 

of criminality in underrepresented 

communities.  

Whether knowingly or not, police 

departments take advantage of the perception 

that predictive policing algorithms are 

objective (Ferguson, 2016). Both companies 

and media outlets refer to the systems 

as scientific and unbiased, and police 

departments have already been able to 

leverage this defense in court to claim that 

Algorithms transform human 
biases into systems that can outlast 
individual events and bad actors if 
not carefully managed.
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some arrests could not have been biased 

because they were based on algorithmic 

predictions (Gorner & Sweeney, 2020). As a 

result, the algorithms go largely unchecked, 

which further limits the options for already 

marginalized groups to obtain justice.

While there are no similar studies on 

surveillance and policing feedback loops 

and disability, since disabled students tend 

to be disciplined at a higher rate (with Black 

disabled students facing the highest rate 

of all) than non-disabled counterparts, we 

are likely to see similar issues with disabled 

students and school FR systems (Alabama 

Appleseed, 2019).

Maintaining Accuracy 
Requires Sustained 
Resources and Training

Once adopted in a rush of technological 

optimism, law enforcement departments 

often do not properly maintain or update 

surveillance technologies. This reduces 

accuracy and utility significantly. In the 

case of predictive policing, rigorous testing 

of predictive policing systems rarely takes 

place after implementation (Gorner, 2016). 

Instead, they use informal checks that are 

poor substitutes, including checking if 

people on the predicted watch list are getting 

arrested or, in the case of a victim watch list, 

killed (Gorner, 2016). Meanwhile, although 

in the United States and the United Kingdom 

there are formal training programs for the 

analysts who manage this software, there 

are not always similar resources for the 

police officers in the field who perform data 

collection and implement orders based on 

software findings (Perry, 2013; Cope, 2004; 

Ferguson, 2017). Additionally, it is impossible 

to assess the accuracy of policing software 

if officers do not follow up on the findings. 

In several studies, researchers blamed a 

software package’s poor results on police’s 

failure to consistently follow protocol, rather 

than a flaw within the software (Haskins, 

2019; Perry, 2013).  

In the case of breathalyzer tests (machines 

used to determine whether a driver’s blood 

alcohol content is over the legal limit), 

best practices require dozens of hours of 

training and assessment per officer on 

an ongoing basis. The Canadian Society 

of Forensic Science (CSFS) recommends 

that officers who administer breathalyzer 

tests should receive at least 20 hours of 

instruction from certified forensic labs on 

topics including pharmacology and relevant 

aspects of physics, 31 hours of practical 

training that includes device maintenance 

and practice tests, and 3 hours of oral and 

written examination before they perform 

breathalyzer tests in the field, with at least 

7 hours of refresher courses if an officer has 

not used a breathalyzer in 12 months (Bergh 

et al., 2013). Any department with over 10 

breathalyzer units should also employ a 

full-time field coordinator. Few departments 

meet those standards. A 2019 New York Times 

investigation found that judges in New York 

and New Jersey had barred evidence from over 

30,000 breathalyzer tests over a 12-month 

period after finding that the machines had 

been improperly maintained and calibrated 

by departments (Cowley & Silver-Greenberg, 
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2019). Given the large number of surveillance 

technologies, including FR, being introduced 

to law enforcement departments, it seems 

highly unlikely that police officers will be 

able to complete all of the necessary training. 

Similarly, schools that introduce one or more 

technologies may quickly struggle to keep 

their staff up to date. 

The technologies themselves also require 

ongoing oversight and maintenance. FR 

systems calculate similarity scores based 

on the probability that two faces are the 

same, and depending on how a department 

sets the software’s certainty threshold, 

the technology may incorrectly reject 

too many faces (false negative results) or 

incorrectly flag too many (false positive 

results), affecting the technology’s utility 

and validity (Bridges, R. v. 

The Chief Constable of South 

Wales Police, 2019; Amazon 

Web Service, n.d.) Thus, 

an organization using one 

of these systems must 

continually ensure that 

the specifications are set 

correctly, particularly after 

any updates or maintenance. 

Software must also be 

updated in order to take 

advantage of advances in FR 

technology, but current FR 

practices in law enforcement 

indicate that police 

departments may not always 

be using the most updated 

version of the technology. For 

example, a New York Times 

investigation found that in 

2020, Pinellas County, Florida was still using 

a FR system last updated in 2014 (Valentino-

DeVries, 2020). Schools may not be able to 

afford the latest technology, which would 

prevent their systems from improving even as 

the rest of the field advances. 

FR will be an ongoing financial and human 

capital burden for schools that are already 

often underfunded and understaffed. If 

administrators fail to dedicate significant 

resources on an ongoing basis to maintaining 

software systems and entering new data from 

incidents, visitors, and new or aging students, 

they may quickly find that their systems are 

no longer as accurate as they might have been 

at installation. Even if they are able to keep 

up with this demand, identifying problems 

alone will not be sufficient to create change. 

FR will be an ongoing financial and 
human capital burden for schools 
that are already often underfunded 
and understaffed. If administrators 
fail to dedicate significant resources 
on an ongoing basis to maintaining 
software systems and entering new 
data from incidents, visitors, and 
new or aging students, they may 
quickly find that their systems are 
no longer as accurate as they might 
have been at installation.
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The schools would also need clear guidance 

on how to respond to an alert from the system 

and consistent follow-through, which may 

prove difficult, particularly if FR is used to 

identify rare security threats. 

Difficulty of Assessing 
Accuracy in Preventing 
Low-Probability Events

Proponents of FR in schools argue that the 

technology will prevent school shootings 

and terrorist attacks. But, because these 

events are statistically so rare, researchers 

would not expect to see many such events 

over the course of a given observation 

period. This creates a measurement 

challenge in determining the effectiveness 

of FR technology (Fussey, 2007). In order 

to overcome this measurement challenge, 

observers would need to look over a long 

period of time or in many locations to 

determine if FR actually prevents school 

shootings or terrorist attacks, but even 

in doing this it would be difficult, if not 

impossible, to attribute any change in 

school shootings or terrorist attacks to 

the implementation of FR technology. 

The difficulty of assessing the accuracy in 

preventing low-probability events therefore 

means that it is also difficult to assess the 

effectiveness of FR systems in schools.

Local Officials Must 
Determine Accuracy 
Among Heterogeneous 
Products

In the absence of regulation at the national 

or state level, decisions about which 

technologies to purchase and use are often 

made on an ad hoc basis by local officials, 

who usually lack the expertise to understand 

how the technology might or might not 

work, how to maintain and use it, and even 

what questions to ask. And the technologies 

available can be multiple and bewildering. 

For example, the data and algorithms used 

for predictive policing differ in key ways 

across products. The popular service PredPol 

uses only anonymized data on crime and 

location to predict areas that are likely to 

experience certain types of crime at specified 

times, while Palantir’s predictive policing 

system also identifies high risk individuals 

(Ahmed, 2018). But, these differences may 

not be clear to users, and users may not have 

the expertise to ask about these technical 

specifications when making decisions about 

what to purchase. Also, they may not know 

exacq
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how to judge the effectiveness rates provided 

by the company. Often, the “control” group 

in assessing effectiveness and cost metrics 

are not “treatment naïve”. This means that, 

rather than comparing departments that use 

data to predict crime with departments that 

do not, effectiveness rates make comparisons 

between the predictive performance of 

humans and algorithms. To compound the 

issue, FR companies have been caught making 

false or misleading claims in their sales and 

marketing materials (Snow, 2020).

For example, we already see significant 

diversity in the FR technologies that providers 

are offering to schools, which could make it 

difficult for untrained school administrators 

to make decisions about these products. 

Secure Accurate Facial Recognition (SAFR), 

offered by Real Networks, allows people to 

unlock doors with their face instead of an 

identification card or passcode so the tool 

can be used as both a form of security and 

identification (SAFR, n.d.). The service does 

not have a cloud-based sharing platform, 

and does not seem to draw information from 

any databases provided by the company, but 

instead requires schools to build their own 

databases of students, staff, and visitors, and 

code them with threat levels and permissions 

(SAFR, n.d.). Vigilant Solutions’ FR product, 

by comparison, runs the analysis of identified 

faces in their LEARN cloud database, where 

schools can share and use information from 

local police departments and public databases 

(Linder, 2019). In order for school districts 

to understand the relative benefits and risks 

of these technologies, and even how to use 

them properly, they will need the expertise to 

evaluate and monitor them. 

Limited Regulation 
of Surveillance 
Technologies

Surveillance technologies go surprisingly 

unregulated. For example, even though 

the results of a breathalyzer test can lead 

to fines, jail time, and a revoked driver’s 

license in the United States, the devices are 

exempt from regulation by the Food and 

Drug Administration (FDA) and do not need 

to undergo formal testing or independent 

verification before market entry or police use. 

This means that the companies can change 

the design at any time without testing (Food 

and Drug Administration, 2020). 

States may choose to regulate these tests, 

but standards vary. Not surprisingly, then, 

breathalyzer results are littered with errors 

from flawed software, misinterpretation, 

and poor maintenance (Cowely & Silver-

Greenberg, 2019). For example, Mississippi 

uses a breathalyzer device that was evaluated 

and determined to be flawed by Vermont 

(Cowely, & Silver-Greenberg, 2019). Also, 

when courts in New Jersey and Washington 

allowed prosecutors to examine breathalyzer 

device codes for two different devices, they 

found errors that the court determined 

could cause false results (Cowely & Silver-

Greenberg, 2019). There is also no oversight 

to ensure that police departments set 

accuracy standards at an acceptable level. 

Furthermore, breathalyzer companies shield 

their products from investigation by claiming 

their algorithms are trade secrets and 

therefore cannot be shared for examination. 

The lack of oversight of these devices reduces 
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incentives to prevent flaws in their design 

(Levine, 2007; Short, 2007). Without oversight 

and expertise at the government level 

setting standards and enforcing compliance, 

most schools and districts will not have the 

technical resources to evaluate companies or 

the political or legal resources to investigate 

errors or demand better products. 

Courts Become Ultimate 
Arbiters of Accuracy

In the absence of regulation, criminal 

courts play a central role in determining a 

forensic technology’s acceptability (Kruse, 

2016). In the United States, trial judges in 

federal courts and most state courts use the 

Daubert Standard to determine whether an 

expert witness’ testimony about a forensic 

technology is scientifically valid for the case 

(Cole, 2003). This rule considers five factors 

including known or potential error rate, 

the existence of a maintenance standard, 

and topics covering reputation in scientific 

communities and the other measures 

of testing rigor (Daubert v. Merrell Dow 

Pharmaceuticals Inc., 1993). However, the 

standard does not include minimum criteria 

for any evaluation category. Instead, for 

each application of a forensic technology, 

courts are left to determine the combination 

of factors that rise to an acceptable level of 

certainty for inclusion in testimony.

In practice, this means that a technology’s 

accuracy is debated de novo in each case. 

While federal courts have determined 

that fingerprints, for example, do not 

meet the Daubert standard, they still 

allow prosecutors to present it as “clinical 

opinion,” which jurors may not recognize 

as a lesser designation (Cole, 2003). At 

the same time, state courts have allowed 

fingerprint testimony to be considered expert 

scientific testimony, while holding that 

challenges to the technology’s objectivity 

could only be used to litigate the “weight 

and credibility of the evidence,” not whether 

it can be presented in court (The State of 

New Hampshire v. William Joseph Sullivan, 

Jr., 2008). Evidently, there is not a lot of 

consistency regarding the use of different 

types of technology in court expert testimony, 

suggesting that courts are not wholly reliable 

arbiters of accuracy. 

As a result, the technology’s accuracy is 

ultimately determined in the legal system 

by the quality of the lawyers and experts 

involved in a given case. This could result 

in essentially two separate standards of 

evidence for those with the means to mount 

a strong legal defense and those without 

such means. Further, law enforcement 

may still have the incentive to use weakly 
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supported technology, or technology with 

high error rates, if it holds up in the typical 

court case. FR in the school setting will lead 

to a similar division between students who 

have parents and guardians with the time and 

means to advocate their rights or push back 

against the school, and those who do not or 

whose parents lack social status. This will 

likely be another division along racial and 

economic lines that negatively affects the 

educational outcomes of students of color and 

economically disadvantaged students. 

Excitement Over a 
Technical Fix Leads to 
Entrenchment

Technology invariably brings optimism with 

it: the hope that a simple technical fix can 

solve a complicated problem. This can lead 

to an over-reliance on a technology, long 

after the limitations on its utility has become 

clear. As a result, surveillance technologies 

like FR can become, in essence, “security 

theater” (Kline, 2008). CCTV, for example, is 

widespread in the UK, though it rarely deters 

crime (Gill et al., 2005). An analysis by the 

UK Home Office of 14 case studies on CCTV 

only found 2 instances in which installing 

the cameras significantly reduced crime, and 

in both cases the cameras were in parking 

lots and the crime was merely displaced 

to another location (Gill et al., 2005). 

Meanwhile, police departments emphasize 

its successes, but don’t share details on 

failed procedures (Fussey, 2007;  BBC News, 

2017). Not surprisingly, then, public support 

remains high (Spriggs et al., 2005; Webster, 

2009). Airport security measures are similar: 

their effectiveness is difficult to ascertain 

(Goldstein, 2017). Meanwhile, governments 

tend to emphasize the successes while 

remaining silent on the failures or even the 

accuracy of these measures in comparison 

to other techniques (Bronskill, 2012). As a 

result, citizens continue to believe that these 

technologies are vital to protect our safety, 

even in the absence of evidence. 

We could easily imagine FR having similar 

power, especially when used in schools. 

Because they would do anything to keep their children safe, 
parents and guardians are vulnerable to both companies 
and schools who have an interest in emphasizing the 
effectiveness of the technology. They may assume that 
because FR is new and high-tech, and because the school 
may release information about FR’s effectiveness and 
omit information about its failures, it is effective. They 
may not know what questions to ask in order to increase 
transparency about accuracy.  
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Because they would do anything to keep their 

children safe, parents and guardians are 

vulnerable to both companies and schools 

who have an interest in emphasizing the 

effectiveness of the technology. They may 

assume that because FR is new and high-

tech, and because the school may release 

information about FR’s effectiveness and 

omit information about its failures, it is 

effective. They may not know what questions 

to ask in order to increase transparency about 

accuracy.   

Conclusion

At first glance, the accuracy of FR 

technologies seems straightforward and 

robust. But our analysis suggests that its 

limitations will be difficult to overcome. First 

and foremost, humans and social systems, 

along with their biases, are involved in every 

step of the FR process. Humans create the 

data that are fed into the algorithms, and 

this data tends to be racially biased. Humans 

create and maintain the algorithms. Humans 

purchase the technologies (often with 

limited information about their capabilities), 

interpret the face matches, and maintain 

the surveillance systems. This human 

involvement matters because we have learned 

that the operators of these technologies often 

have minimal sustained training or resources 

to correct their biases, and the surveillance 

technologies themselves are subject to limited 

external oversight. As such, there are few 

checks on human judgments in these systems. 

The lack of oversight also gives technology 

providers more power to influence local 

decisionmakers. And even when providers are 

transparent about the data and algorithms 

they use, this information can be hard for 

decisionmakers to interpret (Kolkman, 2020). 

Finally, even if it were possible to enhance 

the accuracy of these technologies, it would 

be difficult to assess whether the security 

benefits outweigh the drawbacks we discuss 

in the other sections because the events we 

hope to prevent are very rare. 
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National and International 
Policy Landscape

The FR policy landscape is piecemeal across 

the United States and the world. No country 

has national laws that focus specifically on 

regulating FR technology (or, for that matter, 

FR in schools). At best, countries include 

biometric data as a type of protected personal 

information in their national privacy and 

data laws. However, some US states and 

municipalities have instituted policies to 

provide regulatory clarity on how to use FR 

technology. But even this is limited. There 

are scores of drafted bills that are sitting 

in legislatures at the municipal, state, or 

national levels and policy proposals suggested 

by think tanks that have not yet received a 

full hearing. Instead, we see many countries 

taking significant steps to expand their FR 

infrastructure without any regulation.

We have organized our analysis of FR into 

five regulatory types. Most common are bans 

and moratoria, policies mandating consent 

and notification, and data security policies. 

A handful of policies and proposals tailor 

the use of FR, and some organizations have 

proposed oversight, reporting, and standard-

setting policies. 

Bans and Moratoria

Bans permanently halt use of FR technology, 

while moratoria are temporary. Moratoria are 

usually implemented with the intention of 

buying time for policymakers and scientists 

to conduct research and determine the best  

 

• No policies anywhere specifically regulate 
the use of FR technology in schools.  

• The FR policy landscape is piecemeal 
across the United States and the world. 
Many nations and US states have proposed 
FR policies that have not yet passed. 

• Many countries are trying to expand their 
FR infrastructure, without regulation.

• We classify FR policy into five types: bans 
and moratoria; policies mandating consent 
and notification; data security policies; 
policies that tailor the use of FR; and 
oversight, reporting, and standard-setting 
policies.

KEY TAKEAWAYS
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way to regulate FR, so that the technology can 

later be introduced into society in a safe way. 

No national-level bans or moratoria have 

been implemented anywhere in the world. 

Though the EU developed draft legislation 

for a 5-year moratorium on FR use in public 

spaces, it was aborted in February 2020 

(Espinoza & Murgia, 2020). However, the 

United States has implemented multiple bans 

and moratoria at state and municipal levels. 

Bans and moratoria, in practice, typically 

apply to uses by specific actors, such as 

law enforcement, commercial entities, in 

housing, or in employment, rather than 

encompassing all use of FR technology. 

Most often, proposals focus on limiting 

FR use among government agencies and 

law enforcement. In the United States, the 

states of New Hampshire and Oregon have 

banned law enforcement use of FR in body 

cameras (Crawford, 2019). California recently 

passed the Body Camera Accountability Act, 

a statewide three-year moratorium on FR in 

police body cameras that went into effect on 

January 1, 2020 (Body Camera Accountability 

Act, 2019). As noted earlier in this report, in 

July 2020 the New York state assembly passed 

a 2-year moratorium on the use of biometric 

identification technology in schools. It is 

awaiting the governor’s signature. The cities 

of San Francisco, Berkeley, and Oakland in 

California as well as Boston, Somerville, 

Brookline, Northampton, and Cambridge, 

Massachusetts have banned FR use by 

government agencies, though it is still legal 

in private and commercial spaces (Martineau, 

2019; Jarmanning, 2020). Portland, Oregon 

is currently considering a blanket ban on 

FR technology, which would include both 

public and private entities; this proposal is 

the strictest in the nation (Ellis, 2019). US 

Senators have proposed bills that would 

institute a nationwide moratorium on FR use 

by federal agencies and law enforcement. 

Senators Cory Booker and Jeff Merkley’s 

Ethical Use of Facial Recognition Act also 

proposes the creation of a Congressional 

Commission that would research the 

technology and recommend guidelines during 

this time (S. 3284, 2020; Heilweil, 2020b). 

Meanwhile, international leaders have issued 

public calls. At the October 2019 International 

Conference on Data Protection and Privacy 

Commissioners in Albania, the Public Voice 

Coalition, which is composed of more than 

100 non-governmental organizations (NGOs) 

from over 9 countries, called for a global 

moratorium on mass surveillance through 

FR (The Public Voice, 2019). Additionally, in 

June 2019, David Kaye, the United Nations 

Special Rapporteur on Freedom of Opinion 

and Expression, called for a moratorium on 

the sale, transfer, and use of surveillance 

technology, including FR, until nations 

could establish regulations to protect human 

rights standards (Kaye, 2019). Despite this 

advocacy, there has been no international 

legal agreement on a FR moratorium.

Finally, there are proposals to prohibit the 

use of federal funds for implementing or 

operating FR technology or, similarly, to 

prohibit use of FR technology in domains 

that receive federal funds. US Congressional 

Representative Yvette Clark’s No Biometric 

Barriers to Housing Act would block the 

use of FR technology in public housing that 
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gets funds from the Department of Housing 

and Urban Development (H.R. 4008, 2019). 

Representative Rashida Tlaib’s  H.R. 3875 

would prohibit federal funding from being 

used to purchase or use FR technology 

altogether (H.R. 3875, 2019).

Consent and Notification 
Policies

We found that often governments will group 

both consent and notification provisions 

and data security measures together under 

a single policy. For example, the European 

Union’s (EU) General Data Protection 

Regulation (GDPR) and Illinois’s Biometric 

Information Privacy Act (BIPA) contain 

both consent and data security protections. 

However, despite these policies often being 

grouped together, we view them as having 

two distinct functions. Data security policies 

dictate how to protect data once it is already 

collected, such as with robust encryption 

standards or local storage mandates. So, we 

chose to differentiate between these types 

of policies as two distinct categories for the 

purpose of this report. 

Meanwhile, consent and notification policies 

focus on the data collection process, creating 

requirements about obtaining consent from 

subjects and notifying individuals about 

how their data will be used. Data collection 

entities must notify individuals about how 

data is collected, where it is stored, what it is 

used for, when it is used, how it works, and 

when it is discarded. Another similar policy 

option focuses on consent: consumers must 

have the option to opt-out of FR systems, 

either by never having their data collected, 

or being able to request deletion of data 

already collected (often called the “right to 

be forgotten”). Finally, there are two tiers 

regarding the extent to which consent must 

be received for data collection. The stronger 

option requires that affirmative consent be 

collected prior to collection of data. A weaker 

option requires that individuals be notified 

prior to collection of data, but affirmative 

consent is not required—consumers must 

know that their data is being collected, but 

they may not be empowered to stop it.

One of the most comprehensive policies 

regulating individuals’ rights to their 

biometric information is the EU’s General 

Data Protection Regulation (GDPR). It 

regulates data protection and privacy in 

the EU and European Economic Area (EEA), 

giving individuals control over their personal 

data and making businesses institute 

C-SPAN
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safeguards to protect data (Voigt & von dem 

Bussche, 2017). Under the GDPR, businesses 

must ensure that personal data is collected 

legally and under highly regulated, controlled 

conditions. They must clearly disclose to 

consumers what data is being collected, how 

long it is being retained, what it is being used 

for, and with whom it is shared (Tikkinen-

Piri et al., 2018). Organizations must either 

ask that consumers opt-in to data collection 

or offer an opt-out option. The GDPR also 

includes the “right to be forgotten”, allowing 

individuals to request that organizations 

delete their data (Voigt & von dem Bussche, 

2017). The GDPR is significant because it 

is one of the first major policies to include 

biometric information under the term 

“personal information” (Tikkinen-Piri et 

al., 2018). Japan’s Act on the Protection of 

Personal Information (APPI) is another 

example of a nationally implemented consent 

and notification policy (The Act on the 

Protection of Personal Information [APPI], 

2015). APPI is similar to the GDPR. This law 

requires that business operators collecting 

personal information gain consent from and 

notify subjects about how their data will be 

used prior to data collection (APPI, 2015). 

India has also proposed legislation 

that emulates the GDPR: the Personal 

Data Protection Bill of 2019. Introduced 

in December 2019 by the Minister of 

Electronics and Information Technology, 

this bill would provide for the protection of 

individuals’ personal data and establish a 

Data Protection Authority (Personal Data 

Protection Bill, 2019). This bill explicitly 

includes biometric data. Under this policy, 

data collection entities would have to obtain 

consent from individuals whose data they 

are collecting, with certain exceptions 

(Personal Data Protection Bill, 2019). They 

would also be obligated to implement data 

security safeguards and grievance redressal 

mechanisms in case of complaints about data 

usage (Personal Data Protection Bill, 2019). 

Finally, citizens would have the right to 

obtain information from the government and 

companies about how their data is being used 

(Personal Data Protection Bill, 2019). 

Some US states have adopted similar policies. 

Illinois’s Biometric Information Privacy 

Act (BIPA), passed in 2008, requires that 

proper consent be obtained by businesses 

when collecting and using biometric 

information (Insler, 2018). This law allows 

individuals to sue over the collection and 

use of their biometric data. The California 

Consumer Privacy Act, which took effect 

on January 1, 2020, gives consumers the 

right to know what personal information 

is being collected, used, shared or sold, the 

right to make organizations delete their 

personal information, the right to opt-out 

of the sale of personal information, and the 

right to non-discrimination if they exercise 

their privacy rights (California Office of the 

Attorney General, 2019). This policy also 

requires that businesses provide notice to 

customers before collecting data.

Though no consent and notification laws 

regarding biometric technology exist at 

the federal level in the US, there have been 

many proposals. Senators Roy Blunt and 

Brian Schatz proposed the Commercial 

Facial Recognition Privacy Act to strengthen 

biometric data protections for consumers by 

outlawing business collection and use of FR 
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technology without affirmative consent (S. 

847, 2019). Additionally, when the Federal 

Trade Commission (FTC) issued guidelines 

for how commercial businesses could 

best protect consumer privacy in 2012, it 

specifically outlined that customers should be 

notified when FR technology is used and have 

the opportunity to opt out, and they should be 

given detailed information on how the data is 

being used and how to delete it (Federal Trade 

Commission, 2012).

Data Security Policies

As noted above, data security policies aim 

to safeguard biometric data by requiring 

encryption and other protections against 

breach or misuse. In addition to mandating 

that companies notify and obtain consent 

from citizens whose data is being collected 

(consent and notification), the EU’s GDPR has 

provisions that limit the ability of companies 

to share or sell data with third parties. Japan’s 

APPI and India’s proposed Personal Data 

Protection Bill of 2019 are very similar (APPI, 

2015; Personal Data Protection Bill, 2019).

New York’s Stop Hacks and Improve 

Electronic Data Security (SHIELD) Act, 

passed in July 2019, requires that businesses 

implement safeguards to protect the 

personal information of New York residents 

and expands the state’s security breach 

notification requirements (Stop Hacks 

and Improve Electronic Data Security Act 

[SHIELD], 2019). This law explicitly includes 

biometric information under its definition 

of “private information” (SHIELD, 2019). 

Additionally, the New York State Senate has 

another data security bill in the assembly 

committee. Assembly Bill A1692, if passed, 

would prohibit state agencies and contractors 

doing business with state agencies from 

retaining FR images (A. 1692, 2020).

Think tanks and policy research 

organizations have offered multiple data 

security proposals. The US Brookings 

Institution, for example, has recommended 

that FR data only be stored for a limited time, 

after which it must be destroyed (West, 2019). 

The length of storage time would depend on 

the relative sensitivity and purpose of the 

data. Brookings also recommends policies 

that restrict data sharing by limiting the 

ability of companies to transmit, share, or sell 

data to other companies (as is codified in the 

GDPR) and that companies reduce collateral 

information collection: that is, organizations 

should collect the minimum amount of data 

necessary to complete the given task (West, 

2019).

The Heritage Foundation, also based in the 

United States, recommends that biometric 

Blogtrepreneur
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systems be designed for local data storage 

(data is stored on the device that collected 

it) rather than in a centralized data hub 

(data is sent from the collecting apparatus 

to centralized storage; for example, in a 

cloud) (Rosenzweig et al., 2004). Centralized 

storage is less private and more prone to 

breach. The Brookings Institution has also 

made this recommendation (West, 2019). 

Some companies that sell FR products have 

heeded this recommendation; most famously, 

Apple stores the data that powers its Face 

ID iPhone function locally on each user’s 

phone—this data is never uploaded to a cloud 

(Apple, 2020). The Heritage Foundation also 

recommends that biometric systems reduce 

data to a template rather than storing the 

image itself. Templates are harder to falsify 

and therefore more secure, reducing the 

likelihood of consumers’ sensitive biometric 

information being stolen (Rosenzweig et al., 

2004).

Some propose minimum standards for 

strength of data protection, including 

certain standards for data encryption or 

anonymization. Senators Roy Blunt and Brian 

Schatz’s Commercial Facial Recognition 

Privacy Act proposes: “The bill...would 

require facial recognition providers to meet 

data security, minimization, and retention 

standards as determined by the Federal Trade 

Commission and the National Institute of 

Standards and Technology” (S. 847, 2019).

Policies to Tailor Use

Some policies and policy proposals attempt 

to specify acceptable uses of the technology. 

Detroit, Michigan’s Project Green Light 

program, for example, is a law enforcement 

video surveillance system with hundreds of 

cameras located at private businesses and 

intersections that transmit real-time footage 

with FR capabilities to the police department 

(Harmon, 2019). This program sparked 

massive public opposition, due to concern 

that it could widen the net of criminalizing 

and targeting vulnerable Detroiters. In 

September 2019, the Detroit Board of Police 

Commissioners responded by banning 

live-stream use of FR; the technology can 

now only be used when analyzing footage 

after the fact. The Board also restricted use 

to investigations of violent crimes or home 

invasions (Gross & Jones, 2019). Finally, 

the city banned the use of FR technology for 

immigration enforcement (Gross & Jones, 

2019). In this way, Detroit codified in policy 

acceptable uses of the technology. 

Sweden’s Data Protection Authority (DPA) 

recently concluded that law enforcement 

use of FR was permissible. In 2019, Swedish 

police submitted to the DPA an impact 

assessment on their use of FR technology 

for approval, as there had previously been 

no explicit guidance on its legality. The DPA 

concluded that police’s privacy and storage 

measures were in compliance with Sweden’s 

Crime Data Act and the EU’s Data Protection 

Law Enforcement Directive, and therefore 

their use of this technology was permissible 

on a national scale (Hoy, 2019). The DPA 

also concluded that FR would help police 

do their jobs more effectively (Hoy, 2019). 

Senators Chris Coons and Mike Lee have 

proposed a similar policy at the US federal 

level: the Facial Recognition Technology 

Warrant Act (S. 2878, 2019). It would require 

federal agencies to get a warrant before using 
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FR technology when conducting targeted, 

ongoing surveillance on the public.

Oversight, Reporting, 
and Standard-Setting 
Policies

Oversight, reporting, and standard-setting 

regulations mandate different ways of 

observing and controlling the operations of 

FR systems, including their accuracy. These 

types of policies have been widely proposed 

but not yet implemented. 

The Brookings Institution suggests requiring 

third-party testing of FR technologies prior to 

implementation and periodically throughout 

use (West, 2019). This testing would aim 

to ensure accuracy, lack of bias, high data 

security and, in the United States, compliance 

with Federal Trade Commission (FTC) and 

NIST rules. The proposed Commercial Facial 

Recognition Privacy Act of 2019, which is 

currently stalled in the US Congress, would 

require third-party testing of FR systems 

prior to implementation (S. 847, 2019).

The Brookings Institutions also recommends 

strict accuracy standards for FR systems, 

which would be determined by NIST or 

another regulatory body. For example, 

legislation could set a mandatory threshold 

accuracy requirement, such as 95% of faces 

identified accurately, for the system to be 

eligible for implementation. Brookings also 

argues that the accuracy standards for FR 

should be proportional to the gravity of its 

use: for example, law enforcement should 

have the highest accuracy standards, because 

the consequences of falsely identifying a 

suspect could cause irreparable damage 

(West, 2019). In November 2019, China 

established a national working group of 28 

technology companies to set standards for 

FR related to both technology and ethics, 

called the National Standardization Group 

for Facial Recognition Technology (Yan, 

2019). Though these standards have not been 

finalized or released, this is still an example 

of prioritizing standard-setting. 

Another approach focuses on reporting 

requirements for entities who use FR. 

This would require those who use these 

systems to disclose how they are used 

and their impacts, which could aid future 

development of the technology and help 

regulators police problems. Such a policy 

was passed in Congress as an amendment 

in July 2019: H. Amdt. 577 to H.R. 3494, the 

Damon Paul Nelson and Matthew Young 

Pollard Intelligence Authorization Act for 

Fiscal Years 2018, 2019, and 2020. This 

amendment required the Director of National 

Intelligence to submit a report to Congress 

about the intelligence community’s use of FR 

technology. This amendment also required 

that this report clearly acknowledge that 

using FR technology to suppress dissent is 

unethical, and that the US government should 

not sell FR technology to any country that 

uses it to suppress human rights (H. Amdt. 

577, 2019). In this way, the policy tool of 

setting reporting requirements can be used 

not only to gather information but also to 

influence the ethics and ideals behind the use 

of FR technology. 
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Facial Recognition 
Expansion Without 
Regulation

Meanwhile, many nations are actively 

instituting FR systems without regulation. 

For example, Mexico City has recently 

invested $10 million in installing thousands 

of FR-enabled security kits that monitor 

the public in 56 communities across the 

city (Government of Mexico City, 2019). 

Additionally, in Ecuador’s capital Quito, 78 FR 

cameras were installed in late 2019, forming 

a new citywide biometric surveillance system 

(Bravo, 2019). Serbia’s capital of Belgrade 

also recently instituted a major citywide 

FR surveillance system (CBS News, 2019). 

Belgrade’s surveillance system was created 

by Huawei, the Chinese telecommunications 

company, and aims to eventually institute 

1,000 cameras in 800 locations in Belgrade 

(CBS News, 2019). Huawei’s system, called 

Safe Cities, has been instituted in 230 cities 

across Turkey, Russia, Ukraine, Kenya, 

Uganda, Germany, France, and Italy—to 

name a few (CBS News, 2019). We have 

found no explicit information indicating any 

regulation of or intention to regulate FR in 

these nations.

In the European Union, which is subject to the 

GDPR, individual countries are experimenting 

with how they can use FR, while remaining in 

compliance with the GDPR. For example, the 

German interior ministry launched a small-

scale FR trial in the Berlin Südkreuz railway 

station, in order to test the accuracy and 

popularity of such a system (Delcker, 2018). 

In 2017, the ministry recruited 300 volunteers 

who frequently traveled through the station, 

who agreed to submit biometric photos to 

a database and carry a transponder with 

them (Delcker, 2018). The project sparked 

massive public opposition as it was criticized 

for lacking transparency and threatening 

privacy (Delcker, 2018). Additionally, in 

recent months, Sweden has grappled with 

what uses of FR are and are not permissible 

under the GDPR. As detailed above, Sweden 

has explicitly allowed law enforcement 

to utilize FR, but has also condemned the 

use of FR in schools as we describe further 

below (Hoy, 2019; BBC News, 2019b). Both 

of these decisions were made by Sweden’s 

Data Protection Authority, which monitors 

and enforces GDPR compliance (Hoy, 2019; 

BBC News, 2019b). This demonstrates how 

nations subject to FR policies experiment 

with the extent to which they can implement 

FR systems in a piecemeal approach.

David Iliff, CC BY-SA 3.0
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Regulating Facial 
Recognition in Schools

There are currently no policies anywhere in 

the world that explicitly regulate the use of 

FR technology in schools. However, there 

has been debate over the use of FR in the 

educational space in many countries. In 

September 2019, the Chinese government’s 

Ministry of Education announced that it 

intended to “curb and regulate” the use of 

FR and similar technology in schools, and 

recommended that any schools thinking of 

installing the technology seek the opinions 

of students, teachers, and parents before 

doing so (BBC News, 2019a). They cited data 

security and privacy issues (Jin, 2019). Since 

then, eight federal departments, including 

the Ministry of Education, jointly issued 

the “Opinions on Guiding the Orderly and 

Healthy Development of Educational Mobile 

Internet Applications”. This document made 

recommendations about how technology 

should be used in education, including 

asking administrators to notify and gain 

consent from subjects regarding the 

purposes and methods of data collection and 

recommending the collection of minimal 

amounts of data, as well as other privacy 

and data security measures (Jin, 2019). 

Despite this progress on the issue, there has 

not yet been any actual legislation in China 

regulating FR in schools.

Both the French and Swedish governments 

have determined that this use is not 

permissible under the GDPR. The French 

advocacy group for digital rights and 

freedoms, La Quadrature du Net, filed 

lawsuits against high schools in Nice and 

Marseille that were piloting FR systems 

(Kayali, 2019). The Administrative Court 

of Marseille found that installation of this 

technology in schools violated the GDPR’s 

privacy regulations, because students could 

not freely consent to this system (Kayali, 

2019). This technology also violated the 

GDPR’s principles of proportionality and data 

minimization. Additionally, Sweden’s DPA 

fined the Skelleftea municipality for piloting 

a FR trial in local high schools that tracked 

student attendance (BBC News, 2019b). The 

DPA argued that high schools could achieve 

the same ends in a less intrusive way, as 

required by the GDPR. Hence, though no laws 

have been passed specifically regulating FR 

in schools in Europe, courts and regulatory 

bodies have already determined that the 

GDPR applies in school settings, thus setting 

a precedent that FR use in schools should be 

prohibited.

In the United States, New York Senate Bill S. 

5140B, if passed, would prohibit the use of 

biometric technology in all New York schools 

Kyle S. Mackie / WBFO News
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until July 2022. This bill would direct the 

Commissioner of Education to conduct a 

study on the reliability, privacy implications, 

security implications, bias, risk to data 

security, and expected cost of biometric 

technology in schools during this time, and 

ultimately submit a recommendation for 

future legislation (New York Civil Liberties 

Union, n.d.). This bill is supported by the New 

York Civil Liberties Union. As of July 22, 2020, 

it was passed by both the New York State 

Assembly and Senate, meaning that it now 

only needs Governor Cuomo’s signature for 

passage.

While S. 5140B is the only proposal that 

specifically regulates FR use in schools in 

the United States, other policies are relevant 

to this practice in the US. The Family 

Educational Rights and Privacy Act (FERPA) 

prohibits the sharing of certain information 

(including biometric data) in educational 

records without consent (US Department of 

Education, 2018). It also gives parents and 

guardians some control over the disclosure 

of personally identifiable information from 

these records, requiring parental consent if 

they want to disclose certain types of student 

information (US Department of Education, 

2018). And, the Children’s Online Privacy 

Protection Act (COPPA) protects the privacy 

of children under 13 years old by requiring 

parental consent for collection and use 

of children’s personal information. This 

act requires full disclosure to parents and 

guardians of any information collected from 

children, and the right to invoke consent and 

have information deleted (Electronic Privacy 

Information Center, n.d.).
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National and International Policy Maps
Map A: Countries Using Facial Recognition without National Regulation

FR Use with No Regulation University of Michigan STPP’s Technolology Assessment Project, “Cameras in the Classroom”, 2020
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Map B: Facial Recognition Policies at the National Level

Passed Policies

Only Proposed Policies

No Policy

University of Michigan STPP’s Technolology Assessment Project, “Cameras in the Classroom”, 2020
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Map C: Facial Recognition Policies at the US State Level
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Sources for Map Data 

In order to understand the full extent of FR 

use and policies in each country and US state, 

we did our own searches across a variety of 

sources. (There is no single comprehensive 

report covering this.) To inform Map A: 

Countries Using Facial Recognition without 

National Regulation, we used the Carnegie 

Endowment for International Peace’s AI 

Global Surveillance (AIGS) Index (Feldstein, 

2019). This index indicated each national 

government that uses FR. We then removed 

the countries that had regulatory policies 

in place. For Map B: Facial Recognition 

Policy Status by Country two of us, working 

independently, searched Google repeatedly 

using a variety of search terms. We also used 

Deloitte’s report “Privacy is Paramount: 

Personal Data Protection in Africa”. We 

included every European Union nation since 

they all fall under the GDPR. Finally, for 

Map C: Facial Recognition Policy Status by 

US States, we gathered data primarily from 

resources created by Fight for the Future, the 

Electronic Privacy Information Center, Wired, 

and the Project on Government Oversight, in 

addition to Google (Fight for the Future, n.d.; 

Electronic Privacy Information Center, n.d.; 

Crawford, 2019; Ulle, 2019). For access to the 

raw data that informed these maps, email 

stpp@umich.edu

mailto:stpp%40umich.edu?subject=
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Our Facial 
Recognition Future
Analyzing all of the analogical case studies 

and themes above, a story begins to emerge 

about the likely outcomes of widespread 

FR adoption in K-12 schools. The five types 

of implications we identified suggest that 

rather than reducing the frequency of school 

shootings or school violence, FR in schools 

will further exacerbate racial inequality in 

education, erode students’ privacy, punish 

individuality, produce new markets for 

companies to profit from childrens’ biometric 

data, and struggle with accuracy.    

The history of “school safety” technologies 

like metal detectors and school resource 

officers tells us that FR systems will 

disproportionately target Black and brown 

students. Because FR systems are less 

accurate with non-white faces, students 

of color are more likely to trigger false 

positives in the system, exposing them to 

additional security measures, and over time 

decreasing their sense of safety, trust, and 

belonging in school. False positives will also 

increase the interactions between Black and 

brown children and school police or security 

officers, which increases the risk of violence, 

arrest, and suspension. Finally, because FR 

systems are not free of human biases and 

yet are often assumed to be objective, FR 

in schools is poised to disproportionately 

target minorities, just as the stop and frisk 

policing policy did. This will result in the 

legitimization, institutionalization, and 

weaponization of racial biases against Black 

and brown students.

Children today are already experiencing much 

greater levels of surveillance than anything 

their parents experienced. We saw with 

CCTV systems that these erosions of privacy 

have real consequences. Rather than simply 

identifying potential intruders, FR systems 

are likely to become tools for monitoring 

student behavior and enforcing compliance. 

When students believe they are always being 

watched, they feel powerless and mistrusted. 

Some will change their behavior in order to 
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avoid scrutiny, while others who are unable to 

fit into the narrowed definition of acceptable 

behavior, such as students of color, trans 

and gender non-conforming students, and 

students with disabilities, will be further 

marginalized and alienated. 

Technology companies have become 

increasingly adept at commodifying all kinds 

of data, including biometric data like blood 

spots and fingerprints, and then combining 

this with publicly identifiable data. The 

same is already true for FR, and deploying 

FR systems in schools will mean putting 

children’s faces into those markets. FR data 

may generate more revenue than sales of 

the systems themselves, and without clear 

regulation around consent and retention, 

companies will be free to use and profit from 

their collection of student facial data with 

no recourse for the children and families 

whose lives have been adversely affected 

by FR. Furthermore, failures to sufficiently 

safeguard FR data produce the very real risk 

that hacks or breaches will have long-lasting 

effects, following students throughout their 

lives.

Accuracy will be a persistent problem. 

As with breathalyzer systems, most FR 

implementation in schools will not have 

adequate staffing or training to maintain 

reliable accuracy. Due to limited regulation 

and wide variation in commercial products, 

it will be difficult for administrators to assess 

the accuracy of their systems and their 

effectiveness in preventing low probability 

events such as school shootings. Once schools 

expend the money to install FR, the systems 

will become entrenched, regardless of adverse 

outcomes or ineffectiveness. Finally, FR is 

often marketed as a way to increase efficiency 

and reduce costs, which may result in cuts 

to security staffing, and therefore no human 

on site to deal with false positives or other 

system failings.

With the possibility of this future in mind, 

it is difficult to imagine a scenario in which 

the benefits of FR in schools outweighs the 

risks. Below we offer recommendations for 

policymaking at the national, state, and local 

level that are informed by this analysis. 
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Recommendations

What can individual schools, parents/
guardians, and students do? 

In Appendices A and B of this report, we offer questions you can ask 
policymakers and FR providers, to help you evaluate the technology and its 
proposed use, and advocate for a ban or regulation.

Given the legacies of the technologies we 

have reviewed throughout this report, we 

find it difficult to imagine that the benefits 

of FR technology will outweigh the risks. 

Rather, we conclude the opposite: at the 

time of a technology’s introduction, we tend 

to overestimate the benefits and minimize 

the negative consequences. Therefore, we 

strongly recommend that the technology be 

banned for use in schools.

However, if schools and departments of 

education decide to proceed with FR, then 

they must do so cautiously, after extensive 

expert deliberation and public participation 

(particularly among vulnerable groups), 

and with a clear regulatory framework that 

considers the social, ethical, racial, and 

economic dimensions of the technology—far 

more than the technology’s accuracy. Existing 

laws and policies are simply insufficient to 

manage this powerful technology, which 

could have impacts long after the children 

involved leave school. Any laws or policies 

governing FR must also provide multiple 

opportunities for review and change, as the 

technology’s consequences become clearer. 

This approach is necessary in order to ensure 

societal benefit and public legitimacy for FR. 

In what follows, we provide 

recommendations to both national and local 

policymakers, on how they might proceed 

if they feel it is absolutely necessary to 

implement the technology. 

We strongly recommend 
that FR technology be 
banned for use in schools.
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National Level 
R E C O M M E N D AT I O N S 

1 Implement a nationwide moratorium on all uses of FR technology in schools. 
The moratorium should last as long as necessary for the national advisory 
committee to complete its work and for the recommended regulatory 
system to be fully and safely implemented on a national level. We anticipate 
that this process, and hence this moratorium, will last 5 years.

2 Enact comprehensive data privacy and security laws if they are not already 
in place. The EU’s GDPR is a good model for a law that protects sensitive 
personal information and gives consumers control over their data. This would 
shape the development and use of a variety of digital technologies, not just 
FR.

However, instituting nationwide data privacy and security laws is just the first 
step for regulating FR. Because the issues raised by FR go far beyond data 
privacy and security, FR requires its own regulatory attention and framework. 

Below we provide policy recommendations 
if schools decide it is absolutely necessary 
to implement the technology. 



CAMERAS IN THE CLASSROOM: FACIAL RECOGNITION TECHNOLOGY IN SCHOOLS

UNIVERSITY OF MICHIGAN TECHNOLOGY ASSESSMENT PROJECT 2020 87 PDF: Click to 
return to top

3 Convene a national advisory committee to investigate FR and its expected 
implications, and to recommend a regulatory framework to govern this 
technology. The framework should require that FR companies meet high 
standards for the following criteria: transparency regarding the technical 
development of FR, including the algorithms used, the data on which the 
algorithm is trained (and how it is updated), and error rates; accuracy (for 
false positives and negatives); disparate impacts, i.e., whether and how 
the technology might disproportionately hurt vulnerable populations, 
including people of color, gender non-conforming students, and the disabled; 
data management practices, including storage, access, collection, and 
cybersecurity; and clear requirements for ongoing maintenance, that are 
feasible for schools.

The national advisory committee should be diverse in terms of both 
demographic and professional expertise. This committee should include 
experts in: technical dimensions of FR (e.g., data scientists); privacy, security, 
and civil liberties laws; social and ethical dimensions of technology; race and 
gender in education; and child psychology.

The committee should also include those in charge of or attending 
kindergarten through high school (K-12) schools operations, including 
teachers, school administrators, superintendents, high school students, 
and parents and guardians of elementary and middle school students. 
Government officials from relevant agencies (e.g., Department of Education, 
Federal Communications Commission) should be invited to participate in 
the committee as ex officio members; they could provide important insight 
into the regulatory options available. Representatives of FR companies 
should be invited to testify periodically in front of the committee, so that their 
perspectives can be considered in the regulatory process. 

Finally, efforts should be made to elicit community perspectives, ideally 
through deliberative democratic efforts (Gutmann and Thompson, 2004).
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4 Create additional oversight mechanisms for the technical dimensions of 
FR. A federal agency should set accuracy thresholds (a certain level of false 
positives or negatives at which the FR system is designated unusable), 
reporting requirements for users, and infrastructure for regularly and 
systematically evaluating and overseeing FR systems. In the United States, for 
example, the National Institute for Standards and Technology could increase 
its current oversight to include these dimensions. 

State Level 
R E C O M M E N D AT I O N S

If a state allows FR in schools, it should create programs and policies that fill in any gaps 

left by national policy as well as establishing new infrastructure for the oversight and 

management of district-level FR use. 

5 Convene a state-level expert advisory committee to provide guidance to 
schools and school districts, if a regulatory framework is not created at the 
national level. There should be a moratorium on adopting FR in schools until 
this guidance has been provided. The state-level committee should include 
the same types of expertise as the national level, and cover the same issues: 
it should provide guidance to school districts, schools, teachers, parents, 
and students on how to evaluate FR technologies before purchase and the 
expertise and resources needed at the local level to deploy these technologies 
safely.

6 Establish technology offices, perhaps within state departments of 
education, to help schools navigate the technical, social, ethical, and racial 
challenges of using FR and other emerging educational technologies. These 
offices should also provide resources and oversight to ensure that school 
and district staff are properly trained to use FR technology in a way that is 
consistent with state laws.
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School and School District Level 
R E C O M M E N D AT I O N S

Schools and school districts are directly responsible for the installation and operation of FR, 

and for any disciplinary action that follows from identification, so they are responsible for 

most of the oversight actions.  

7 If any alternative measures are available to meet the intended goals, do 
not purchase or use FR.  Schools should consider the full range of costs and 
benefits over the lifetime of the technology when making this determination, 
including effects on student and parent behavior and cost. Schools should 
engage a FR advisory committee (with similar demographic and intellectual 
diversity as the one recommended for the national level) during this stage.

8 Perform a thorough evaluation of FR, including ethical implications, 
before purchasing it. This is even more crucial in the absence of national 
regulations or state-level guidance. The evaluation should consider the 
transparency of both the data and algorithm behind the FR technology, 
accuracy of face-matching (including among Black, brown, gender non-
conforming, and disabled people), methods of alleviating any bias in the 
technology and ensuring equity, and data management practices. Evaluation 
criteria should be developed using an advisory committee with the types of 
expertise outlined above.

9 Develop a plan for implementing the technology before using it. As with 
the evaluation plan, this is particularly important if there is no national or 
state-level guidance on the issue. The plan must include rules and procedures 
regarding disparate impacts, data management, maintenance and ensuring 
accuracy, grievance and appeals procedures, and communication with 
teachers, parents, guardians, and students. It should be developed using an 
advisory committee with the types of expertise outlined above.
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10 Do not purchase FR systems that use student social media accounts to 
improve the technology. During the evaluation process, schools should ask 
whether the company uses student social media to create image databases, 
and should not contract with any company that does this unless the feature 
can be permanently disabled.

11 Do not use FR technology to police student behavior.  If schools use it 
in this way they must have much higher accuracy thresholds than for other 
uses, including identifying visitors to campus. There should also be an easily 
accessible grievance and appeals procedure for students, parents, and 
guardians before the technology is used for this purpose.

12 Delete student data at the end of each academic year or when the student 
graduates or leaves the district, whichever comes first.

13 Employ at least one person dedicated to managing and maintaining 
the FR technology in each school.  This technically-trained person would 
ensure that the system is working properly at all times, that it is being used 
for its intended purposes, and that the system is operating in accordance 
with all relevant laws. They would be familiar with existing school policy, 
school security operations, and should have sufficient technical expertise 
to communicate with the FR company and manage relevant hardware and 
software. A school district with multiple schools using FR should also have at 
least one person providing oversight. 

14 Provide regular, age appropriate guidance to parents, guardians, and 
students that includes information about why the school has deployed FR, 
how it will be used, how data will be managed, and what protections are in 
place to ensure accuracy and equity.
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15 Establish a pilot period and re-evaluation process before full-scale 
implementation of the technology. Before the pilot period begins, school 
administrators should decide on the criteria for a successful program. Criteria 
should include: whether there has been greater safety on campus, whether 
crime has shifted off campus, how many false matches resulted, whether 
appeals received due process, social and psychological impact on students 
and families, how frequently the system was maintained and whether 
this was adequate, whether expertise and training of staff to maintain the 
technology has been adequate, and the costs of maintenance. Before the pilot 
period begins, schools should collect relevant data on its operations. This will 
allow the school to gauge the impacts of the technology at the end of pilot 
period.   

If, after the pilot period, the FR system is not successful along these criteria, 
it should be removed, or the school should significantly alter how it is used. If 
it chooses to alter use, it should then initiate another pilot period prior to full-
scale implementation. FR companies must accommodate this pilot period; that 
is, the first contract should only extend through the pilot period and should be 
re-negotiated if the school decides to implement FR for the longer term. 
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Georgetown Center on Privacy & Technology

Homo Digitalis

La Quadrature du Net

New York Civil Liberties Union

Open Rights Group

Partnership on AI

The Brookings Institution

The Heritage Foundation

The Information Technology and Innovation 

Foundation

The Public Voice

UNICEF AI for Children

UNICEF Generation AI

https://edri.org/wp-content/uploads/2020/05/Paper-Ban-Biometric-Mass-Surveillance.pdf
https://edri.org/wp-content/uploads/2020/05/Paper-Ban-Biometric-Mass-Surveillance.pdf
https://edri.org/wp-content/uploads/2020/05/Paper-Ban-Biometric-Mass-Surveillance.pdf
https://edri.org/wp-content/uploads/2020/05/Paper-Ban-Biometric-Mass-Surveillance.pdf
https://www.heritage.org/homeland-security/report/biometric-technologies-security-legal-and-policy-implications
https://www.heritage.org/homeland-security/report/biometric-technologies-security-legal-and-policy-implications
https://it.ojp.gov/GIST/1204/File/FINAL-Face%20Recognition%20Policy%20Development%20Template.pdf/
https://it.ojp.gov/GIST/1204/File/FINAL-Face%20Recognition%20Policy%20Development%20Template.pdf/
https://data.unicef.org/wp-content/uploads/2019/10/Biometrics_guidance_document_faces_fingersprint_feet-July-2019.pdf
https://data.unicef.org/wp-content/uploads/2019/10/Biometrics_guidance_document_faces_fingersprint_feet-July-2019.pdf
https://data.unicef.org/wp-content/uploads/2019/10/Biometrics_guidance_document_faces_fingersprint_feet-July-2019.pdf
https://data.unicef.org/wp-content/uploads/2019/10/Biometrics_guidance_document_faces_fingersprint_feet-July-2019.pdf
https://nissenbaum.tech.cornell.edu/papers/facial_recognition_report.pdf
https://nissenbaum.tech.cornell.edu/papers/facial_recognition_report.pdf
https://fpf.org/wp-content/uploads/2019/03/Final-Privacy-Principles-Edits-1.pdf
https://fpf.org/wp-content/uploads/2019/03/Final-Privacy-Principles-Edits-1.pdf
https://www.partnershiponai.org/wp-content/uploads/2020/02/Understanding-Facial-Recognition-Paper_final.pdf
https://www.partnershiponai.org/wp-content/uploads/2020/02/Understanding-Facial-Recognition-Paper_final.pdf
https://www.brookings.edu/research/10-actions-that-will-protect-people-from-facial-recognition-software/
https://www.brookings.edu/research/10-actions-that-will-protect-people-from-facial-recognition-software/
https://www.accessnow.org/
https://www.aclu.org/
https://www.bitsoffreedom.nl/english/
https://cdt.org/
https://www.eff.org/
https://epic.org/
https://edri.org/
https://www.digitale-gesellschaft.ch/
https://www.drzavljand.si/
https://www.fightforthefuture.org/
https://fpf.org/
https://www.law.georgetown.edu/privacy-technology-center/
https://www.homodigitalis.gr/en
https://www.laquadrature.net/en/
https://www.nyclu.org/
https://www.openrightsgroup.org/
https://www.partnershiponai.org/
https://www.brookings.edu/
https://www.heritage.org/
https://itif.org/
https://itif.org/
https://thepublicvoice.org/
https://www.unicef.org/globalinsight/featured-projects/ai-children#:~:text=As%20part%20of%20the%20AI,in%20AI%20strategies%20and%20practices.
https://www.unicef.org/innovation/GenerationAI
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Questions for School Administrators and Teachers to 
Ask Facial Recognition Companies

A C C U R A C Y  O F  T H E  T E C H N O L O G Y

• What are the false positive and false 

negative rates for the technology (For 

a definition of false positives and 

negatives, see p. 18)?

• How is the accuracy of your algorithm 

determined? Is it validated externally?

• Is the accuracy of the algorithm the 

same across demographic groups 

including children?

• Where does the data that informs the 

algorithm come from? 

• What steps does your company take to 

ensure that the technology does not 

have disparate impacts, particularly 

among vulnerable populations?

D ATA  M A N A G E M E N T  P R A C T I C E S

• Can we prevent data collection from 

students’ social media accounts?

• How frequently will data be deleted?

• Where/how will data be stored? What 

are the protections on data?

• Can students opt-out of the 

technology? How?

O P E R AT I N G  F A C I A L  R E C O G N I T I O N 
I N  S C H O O L S

• How should the technology be deployed 

and used, and what human and 

technological resources will we need, in 

order to ensure ongoing accuracy?

• How does the technology need to be 

maintained, and how frequently should 

this occur? What are the maintenance 

costs for the technology?

• What types of cameras do we need 

to use to ensure accurate results? 

How much do they cost? Will they be 

managed by the same company as the 

software, or separately?

Appendix A
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Questions for Parents, Guardians, and Students to 
Ask Schools and School Districts

Appendix B

G E N E R A L  Q U E S T I O N S

• Why is this technology needed? Why 

were alternatives to facial recognition 

unacceptable?

• How and when will the technology be 

used?

• How will you ensure the technology is 

not used beyond its original intended 

purpose?

• How will the technology’s utility be 

evaluated over time?

• How will parents, guardians, and 

students be involved in making 

decisions about how and when the 

technology is used?

• What experts were consulted in 

deciding to adopt facial recognition? 

• Particularly for parents and guardians 

of younger students: how should I 

describe facial recognition use to my 

child?

• Where can I find additional resources 

about facial recognition to learn more?

A C C U R A C Y  O F  T H E  T E C H N O L O G Y

• What are the false positive and false 

negative rates for the technology?

• How is the accuracy of the algorithm 

determined? Is it validated externally?

• What cameras are you using, and how 

do we know they are producing accurate 

results? 

• What data is collected? 

• Where does the data used to train the 

algorithm come from?

• Is the accuracy of the algorithm the 

same across demographic groups 

including children?

• Can we prevent data collection from 

students’ social media accounts?

• How frequently will data be deleted?

• Where and how will data be stored? 

What are the protections on data?

• How will the technology be maintained, 

and how frequently?
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U S E  I N  S C H O O L S

• Does the school have the proper 

infrastructure and personnel to use the 

technology appropriately?

• How will the school determine who 

is on a watch list, and how will that 

determination be made?

• Under what circumstances will the 

facial recognition system be used to 

discipline students? 

• How will you prevent use of the 

technology for behavioral monitoring?

• How will the use of facial recognition 

for student discipline be monitored 

and evaluated for evidence of bias, 

both systemic and individual? What 

consequences will be associated with 

facial recognition identifications? What 

appeals will be available?

• What is the response plan after an 

unauthorized visitor is identified?

• Can we opt-out of participating in the 

system? How?

• How will the operators of the 

technology be trained?

• How will operators avoid racial, ethnic, 

and gender bias?

• Who will have access to student data 

and match results? How will this be 

limited?

• Where in the school will be cameras be 

deployed?
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For Further Information
If you would like additional information about this report, the Technology Assessment 

Project, or University of Michigan’s Science, Technology, and Public Policy Program, 

you can contact us at stpp@umich.edu or stpp.fordschool.umich.edu.

mailto:stpp%40umich.edu?subject=
http://stpp.fordschool.umich.edu
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